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ABSTRACT

We estimate a Dynamic Stochastic General Equilibrium (DSGE) model with various financial frictions and analyze how well the model explains the Great Recession. Predictive analysis shows that the model can only slightly better explain the large deviation from trend during the crisis relative to a model without financial frictions. Specifically, the risk premium shock, which is a shock to the external finance premium of the entrepreneurs’ leverage, explains the largest part of the investment downfall during the crisis. However, the ‘balance sheet’ channel of financial frictions in the model, which structurally links balance sheet conditions of financial intermediaries and nonfinancial borrowers to their borrowing rates, is estimated to be weak. We examine alternative prior specifications for how the financial frictions enter the model and continue to find a limited role for these frictions. Rolling-window estimation provides evidence for substantial time variation in parameters governing financial frictions. We conclude that the well-known financial frictions studied in this paper are not able to explain the financial crisis in a linearized and estimated model.

Keywords: Bayesian estimation, DSGE model, financial friction.

JEL Codes: E44, E52, E59

---

†We thank Eric Leeper, Thomas Lubik, an associate editor, and two anonymous referees for helpful comments.

Walker acknowledges support from NSF Grant SES 096221.

†Inha University; hshuh@inha.ac.kr

‡Indiana University; walkertb@indiana.edu
1 Introduction

We analyze the 2007–2009 US financial crisis episode using a medium-scale Dynamic Stochastic General Equilibrium (DSGE) model with various financial frictions. Prior to the crisis, the benchmark model estimated and used for policy analysis was a version of Christiano et al. (2005) and Smets and Wouters (2007), which was equipped with various real and nominal frictions but generally lacked financial frictions.\footnote{The model did include a “financial wedge” but lacked a micro-founded financial sector. See Faust and Gupta (2012) for an assessment of this model’s performance over the crisis period.} This led to an underestimation of the consequences that financial risk poses, potentially undermining the model’s predictive power during the crisis period.

In response to the crisis, several papers have introduced a micro-founded financial sector into the standard model. The purpose of this paper is to assess the efficacy of a subset of these models. In particular, we are interested in the extent to which a linearized model with well-known financial frictions, estimated using Bayesian methods, is able to predict and explain the extreme events of the 2007-2009 financial crisis. We conduct the following thought experiment. First, we incorporate various financial frictions into the standard New Keynesian DSGE model of Smets and Wouters (2007) (SW model hereafter). In particular, we introduce financial frictions between non-financial entrepreneurs and financial intermediaries, between credit-constrained households and financial intermediaries, and within financial intermediaries. As we discuss below, these frictions are well established in the literature. We then estimate the structural parameters of the model (SW-FF model hereafter) using Bayesian methods. Conditional on the estimated parameters, we assess the overall performance of the SW-FF model relative to the standard SW model. Specifically, we conduct prior-posterior predictive analysis to examine whether the model with financial frictions is better suited for explaining the large volatility and comovement of macro aggregates over the crisis period. We then use historical decompositions to examine how each financial friction and external shock contributes to the joint dynamics of aggregates (Section 4.2). We decompose forecast error variances to see the influence of financial shocks on financial indicator variables and non-financial variables in the estimated model (Section 4.4). Lastly we examine time variation in parameter values by estimating the model using a rolling window of data (Section 4.5).

Prior-predictive analysis shows that the SW-FF model is better suited, relative to the SW model, to explain the dynamics of the crisis (Section 4.1). Prior to taking the model to data, the model with financial frictions is more versatile in the sense that it allows for a much larger range of aggregate dynamics. For example, a substantial decline in investment, similar to the last two quarters of 2008, is an extremely rare event in the SW model, but not as unlikely when financial frictions are added.

However, posterior analysis imposes a limited role for the financial friction channels. The ‘balance sheet’ channel of financial frictions, the link between the balance sheet of financial intermediaries and nonfinancial borrowers and their borrowing rates, is inconsequential. Although there are large negative shocks to the balance sheets of entrepreneurs and financial intermediaries, the estimated effects on consumption and investment are limited. Financial shocks account for
the lion’s share of variance decompositions of financial indicator variables, but only a small part of non-financial variables. Historical decompositions demonstrate that the risk premium shock, which is the shock to the external finance premium given the entrepreneurs’ leverage, explains the largest part of the investment downfall. However, it does not explain the simultaneous downfall in consumption, as the model still has to rely mostly on non-financial shocks to explain consumption dynamics.

Our results suggest that the linearized / estimated NK model, even with well-established financial frictions, is incapable of fully endogenizing the interactive dynamics between the financial and non-financial (real) sectors of the economy.

There are several potential reasons why the financial frictions modeled here do not play a more prominent role. First, it could be that the way in which financial frictions are incorporated into the model that is minimizing their impact. Indeed several papers have emphasized that the financial crisis was not due to firms’ balance sheets nor could it be attributed to traditional credit channels—as we model here—but to runs on various banks’ liabilities [Gorton and Metrick (2009), Morris and Shin (2008), Brunnermeier and Sannikov (2014)]. Our model does not incorporate bank runs. Angeloni and Faia (2013) build a macro model that includes fundamental banks runs as a propagation mechanism and risk taking. Second, our linearized model does not account for default or endogenous risk. The collateral constraint imposed in our setup is designed to all but eliminate household default, which substantially mitigates the propagation of financial shocks. A mechanism similar to Kovrijnykh and Livshits (2013), which generates equilibrium defaults on mortgages, would improve the model along this dimension. Finally, the combination of Gaussian shocks and linearization could be insufficient for capturing the collapse in macro aggregates over the 2007–2009 period. While a thorough analysis of nonlinearities and non-Gaussian behavior is beyond the scope of the current paper, we conduct a rolling-window estimation to get a sense for how much time variation exists in parameters governing financial frictions. We find substantial time variation but the model continues to fall short of being able to explain the great recession.

2 Model

In this section, we propose a model that builds upon the SW setting by adding well-known financial frictions to the household’s problem, the business sector and by introducing financial intermediaries.

2.1 “Standard” Financial Frictions  As discussed in the Introduction, our model lacks two important elements of the financial crisis—a run on banks’ liabilities and endogenous default. However, the financial frictions adopted in this paper are fairly standard in the literature. A financial accelerator mechanism, introduced by Bernanke et al. (1999), applies to the contract between entrepreneurs and the financial intermediaries. This mechanism highlights the relationship between borrower leverage and required external finance premium, and explains how the relationship plays a

---

2 Angeloni et al. (2014) and Angeloni et al. (2015) show that this type of financial friction is better equipped to explain the large recession following the financial crisis.
role in the propagation and persistence of shocks, especially regarding business investment dynamics. The usefulness of this mechanism in business cycle analysis has been supported by numerous empirical works, such as Christensen and Dib (2008), De Graeve (2008), and von Heideken (2009). Another friction used in this paper is a borrowing constraint in the type of Kiyotaki and Moore (1997) which applies to the contract between credit-constrained households and the financial intermediaries. This constraint is imposed because moral hazard problems prevent borrowers from financing beyond the liquidation value of the collateral. In this paper, a collateral constraint is imposed as in Iacoviello (2005), and Iacoviello and Neri (2010). Households are credit-constrained because they are impatient, and they use their housing goods as collateral, allowing housing market conditions to impact the business cycle. Finally, we allow the balance sheets of financial intermediaries to affect their ability to draw loanable funds and therefore to intermediate credit. In particular, we use the ‘distance-to-default’ measure of Merton (1974) applied to the financial sector following Carlson et al. (2011) as a proxy for balance sheet strength. Also, we allow that the distance-to-default to interact with the spread between the required return for the intermediary asset and the risk-free rate.

The role of the balance sheets of financial intermediaries in perpetuating business cycle fluctuations in a DSGE setting has been given a lot of attention recently. Meh and Moran (2010) introduces a moral hazard problem with respect to the monitoring function of banks by Holmstrom and Tirole (1997), to explain the role of bank capital in credit intermediation. Gertler and Karadi (2011), Gertler and Kiyotaki (2010) suggests an endogenous requirement for bank capital, arising from moral hazard problems in which banks can divert some of its funds. Angeloni and Faia (2013) introduces a fragile banking sector via Diamond and Rajan (2000) into a DSGE model with nominal rigidities, where the bank faces a possible bank run and chooses optimal level of bank capital. However, these papers have not been rigorously been taken to the data.

The model in this paper is the closest to Lombardo and McAdam (2012), which studies the role of financial frictions in the Euro zone using a New Keynesian model that incorporates a financial accelerator into the business sector and a collateral constraint on the household. It shows that financial shocks are not the most dominant factor for GDP downfall during the financial crisis. There are also other attempts to use the financial friction DSGE model to interpret the recent financial crisis. Brzoza-Brzezina and Kolasa (2013) compares the financial accelerator model and the collateral constraint model, and mentions that 2007-2009 financial crisis is not identified by those models as the event particularly caused by financial frictions. On the other hand, Merola (2013) augments Smets and Wouters (2007) with financial accelerator model and concludes that financial shocks explain a large part of the recent financial crisis. This paper is distinguished by the following standpoint in the literature. First, this paper presents richer description about the financial sector, with a financial intermediary balance sheet friction interacting with macroeconomic

---

3Another possible misspecification of our model could be that this friction implies that banks’ balance sheets are pro-cyclical and that spreads behave counter-cyclically. However this is at odds with the empirical financial literature, which provides an explanation as to why those types of banks’ balance sheet frictions do not appear empirically relevant.
variables. Second, this paper provides more detailed analysis of the role of financial frictions on various macro variables during 2007-2009 financial crisis. Third, this paper distinguishes clearly the propagation mechanisms. Finally, prior-posterior predictive analysis enables us to assess the model’s usefulness predicting extreme events such as financial crises.

2.2 Financial Crisis Interpreted by SW Model  
Prior to incorporating financial frictions, we first document how the financial crisis is interpreted by the standard SW model [Smets and Wouters (2007)]. Figure 1 shows the historical decomposition of quarterly US output change (deviation from trend) for the standard SW model [Smets and Wouters (2007)]. This decomposition shows the contribution of each structural shock to the changes in output. Suppose our original structural model is $AX_t = BX_{t-1} + \varepsilon_t$ and its reduced form vector autoregressive (VAR) representation is $X_t = A^{-1}BX_t + A^{-1}\varepsilon_t \equiv CX_t - 1 + e_t$. This VAR has an moving-average (MA) representation of the form

$$X_t = C^tX_0 + \sum_{i=0}^{t-1} C^i\varepsilon_{t-i} = C^tX_0 + \sum_{i=0}^{t-1} \Psi_{t-i}\varepsilon_{t-i}. \quad (1)$$

Given the estimates of model parameters and structural shocks, we can calculate the contribution of $j$th structural shock $\varepsilon_j = (\varepsilon_{j,1}, \varepsilon_{j,2}, \ldots, \varepsilon_{j,t})'$ to $k$th variable $X_k = (X_{k,1}, X_{k,2}, \ldots, X_{k,t})'$, by assuming (counterfactually) $\varepsilon_{t-i} \neq j = 0$ in the above MA representation. To obtain the historical decomposition from SW model, posteriors are estimated with US data from 1974:4 to 2011:4, and evaluated at the mode.\(^4\)

Figure 1 shows that a large fraction of the crisis in the 4th quarter of 2008 is attributable to the financial friction shock\(^5\), as it accounts for roughly 80% of the decrease in output. This shock is a wedge between the interest rate controlled by the central bank and the return on assets held by the households. A positive realization of this shock can be interpreted as ‘flight to quality’ as it increases the interest rate spread and decreases consumption and investment. Although this is a convenient way of capturing frictions in the financial sector, a more structural exploration is warranted. In the next section, we discuss ways to enrich this macro-finance relationship.

2.3 Financial Friction in the Business Sector  
We introduce a financial friction in the business sector via the accelerator mechanism of Bernanke et al. (1999). More specifically, there are two additional economic agents involved in the capital investment process, entrepreneurs and capital-goods producers. Entrepreneurs effectively choose the capital stock each period. Capital investment is financed by external borrowing and net worth. Net worth of the entrepreneurs is defined as the retained earnings from the previous period.

\(^4\)The prior and posterior estimation results of the original SW model are presented in the appendix.

\(^5\)Smets and Wouters (2007)’s original name for this shock is ‘risk premium shock’. However, we call it as ‘financial friction shock’ to distinguish it from the risk premium shock we later define.
The key equation that characterizes the financial accelerator mechanism is given by

\[ E_t \left( \frac{R^K_{t+1}}{R^b_t} \right) = f \left( \frac{Q_t K^p_t}{N W_t} \right) \varepsilon^{rp}_t \]  

(2)

where \( K^p_t \) is the physical capital stock, \( Q_t \) is the price of capital, \( N W_t \) is the net worth of the entrepreneur, \( \varepsilon^{rp}_t \) is a shock to the risk premium and \( f \) is assumed to be an increasing function. \( R^K_t \) is the return on capital, and \( R^b_t \) is the intermediary’s funding cost that will be explained in section 3.4. The above equation shows that the external finance premium, defined by \( E_t(R^K_{t+1}/R^b_t) \), will be an increasing function of the ratio of total assets over net worth \( (Q_t K^p_t/N W_t) \), where the size of business loan is defined by

\[ B^e_t = Q_t K^p_t - N W_t \]

The return on capital is determined by the marginal productivity of capital and the price change of capital,

\[ R^K_t = MP_k + (1 - \delta)Q_t \frac{Q_{t-1}}{Q_t} \]  

(3)

The entrepreneurs’ net worth is defined by net returns after repaying the debt obligation. The law of motion for the net worth is thus given by

\[ N W_t = \vartheta (R^K_t Q_{t-1} K^p_{t-1} - R^b_{t-1} (Q_{t-1} K^p_{t-1} - N W_{t-1})) \varepsilon^{nw}_t \]  

(4)

where \( \vartheta \) is the survival rate of the entrepreneurs for each period. Equation (4) shows that the net
worth of the surviving entrepreneurs is the retained earnings from the investment after subtracting off the portion claimed by the intermediary. $\varepsilon^n_{nw}$ is a shock to the entrepreneurs’ net worth, which represents the unexpected gain or loss that affects the entrepreneur’s balance sheet.

Given the size of physical capital stock, entrepreneurs also determine the utilization rate. It is assumed that capital utilization has costs determined by $a(u_t)$, and the entrepreneurs’ decision regarding capital utilization is made by solving the following optimization problem,

$$\max_u MP_k \cdot K_t - a(u_t)K_{t-1}^p, \quad K_t = K_{t-1}^p \cdot u_t. \quad (5)$$

Capital goods producers purchase $I_t$ amounts of consumption goods at a price of one, and turn them into the same amount of new capital. Transformation costs, $s(\cdot)$, arise during the process, and the capital is resold to entrepreneurs at price $Q_t$. Capital goods producers maximize future discounted expected return, given by the following optimization problem

$$\max_I \sum_{s=0}^{\infty} 3^s \varepsilon^s_{t+s} E_t[Q_{t+s} - \{1 + s\{I_{t+s}/I_{t+s-1}\} \varepsilon^i_{t+s}\}I_{t+s} \quad (6)$$

where $\varepsilon^i_t$ is the investment specific shock that affects the efficiency of capital accumulation process.

### 2.4 Credit-constrained Households

There exist housing goods and credit constrained borrowing households, as in Iacoviello and Neri (2010). Households are distinguished by patient households and impatient households. Impatient households have lower future discount parameter than patient households ($\beta' < \beta$). There are a continuum of agents in each household group. The economic size of each group is determined by its share of wage income, which is characterized by the parameter $\mu$. Impatient households are borrowers in the steady state and around its neighborhood. Households have preferences over not only consumption goods but also housing goods.

Patient households maximize

$$E_t \sum_{s=0}^{\infty} 3^s \varepsilon^s_{t+s} \left[ \frac{1}{1 - \sigma_c} J^{1-\sigma_c}_{t+s} \right] \exp \left[ \frac{\sigma_c - 1}{1 + \sigma_t} L^{1+\sigma_t}_{t+s} \right] \quad (7)$$

where $J$ is a composite of consumption and housing goods

$$J_t = \left[ (1 - \psi)(C_t - \lambda C_{t-1})^{1-\sigma_h} + \psi \varepsilon_t^\psi (H_t)^{1-\sigma_h} \right]^{1-\sigma_h}, \quad (8)$$

subject to the budget constraint

$$C_{t+s} + \frac{D_{t+s}}{R_{t+s}P_{t+s}} + \frac{S_{t+s}}{R_{t+s}P_{t+s}} + T_{t+s} + \frac{Q^h_{t+s}}{P_{t+s}} H_{t+s} \quad (9)$$

$$\leq \frac{D_{t+s}}{P_{t+s}} + \frac{S_{t+s}}{P_{t+s}} + \frac{W_{t+s}L_{t+s}}{P_{t+s}} + \frac{Q^h_{t+s}}{P_{t+s}} H_{t+s-1} + Div_{t+s}.$$
In the utility function, $C$ is consumption, $H$ is housing goods and $L$ is the labor supply. In the budget constraint, $D$ is the nominal deposit, $S$ is the nominal bank equity, $R_t$ is the nominal gross saving interest rate, $P$ is the price of consumption goods, $T$ is lump-sum tax, $Q^h$ is nominal housing price and $\delta_h$ is the depreciation rate of housing goods. $W^h$ is the wage received and $Div$ is the dividend income from firms. $\beta_t$ is a preference shock for the housing goods that affects housing demand. $\beta_t$ is a shock affecting the discount factor, which is different from financial friction shock in the standard SW model. This is because the discount factor shock only affects the intertemporal consumption decision while financial friction shock in the SW model affects both the intertemporal consumption and investment decision as it introduces a wedges between the rate at which households save and borrow.

Impatient households maximize

$$E_t \sum_{s=0}^{\infty} \beta^s \varepsilon_{t+s} \left[ \frac{1}{1-\sigma_c} J'_t L'_t^{1-\sigma_c} \right] \exp \left[ \frac{\sigma_c - 1}{1 + \sigma_l} L'_t^{1+\sigma_l} \right],$$

(10)

where

$$J'_t = \left[ (1-\psi)(C'_t - \lambda C'_{t-1})^{1-\sigma_h} + \psi \varepsilon'_t H'_t^{1-\sigma_h} \right]^{\frac{1}{1-\sigma_h}},$$

subject to the budget constraint

$$C'_{t+s} + T'_{t+s} + \frac{Q^h_{t+s} H'_t}{P_t} + \frac{B'_{t+s-1} R'_{t+s-1}}{P_t} \leq \frac{B'_{t+s}}{P_t} + \frac{W^h_{t+s} L'_t}{P_t} + \frac{Q^h_{t+s}}{P_t} (1-\delta_h) H'_t + Div'_{t+s},$$

(11)

and the collateral (loan-to-value) constraint

$$\frac{B'_t}{P_t} \leq m \varepsilon^{dbt}_t E_t q^h_{t+1} H'_t,$$

(12)

where $B'_t$ is nominal household debt. The parameter $m$ determines the steady state loan-to-value (LTV) ratio, which is the ratio of debt to collateral value, as in Kiyotaki and Moore (1997). The impatient households’ ability to borrow is limited by the value of collateral asset that can be liquidated. As in Iacoviello (2005), housing goods are used as the collateral asset, and the constraint binds around the steady-state and its neighborhood. LTV ratio is assumed to vary over time, as $\varepsilon^{dbt}_t$ denotes an external disturbance to lending standards.

2.5 Production For the consumption goods sector, the production technology of intermediate goods producers is Cobb-Douglas, similar to that of the SW model,

$$Y_t = A_t K'^{\alpha}_t [\gamma^t L'^{\alpha}_t]^{1-\alpha} - \gamma^t \Phi,$$

(13)
Here \( A \) is technology shock, \( K \) is non-residential capital service which is the physical capital multiplied by the utilization rate, \( \gamma \) is labor force trend factor, \( \Phi \) is the fixed cost in production and \( \alpha \) is the capital share of production in Cobb-Douglas technology. \( L^a \) is the aggregate labor of patient and impatient households \( (L^a_t = (L_t)^\mu(L'_t)^{1-\mu}) \). The rest of the production side of the economy for intermediate goods producers and final goods producers are identical to the SW model and omitted to save space.

The resource constraint of this economy is given by

\[
Y_t = C_t + C'_t + I_t + IK^h_t + G_t + a(u)tK_t. \tag{14}
\]

where \( IK^h \) is the capital investment earmarked for housing.

In the literature that features housing goods in DSGE models, it is more conventional to use a Cobb-Douglas production technology for housing as in Paris and Notarpietro (2008) and Iacoviello and Neri (2010). However, here we simply assume that housing good producers have a linear technology that transforms residential investment into housing goods that accumulate over the last period’s housing stock net of depreciation. The reason is that the linear technology is more consistent with the description of the residential investment item in national account statistics.\(^6\)

The optimization problem of housing good producers is given by

\[
\max_{IK^h} E_t[Q^h_t A^h_t \{1 + s^h(IK^h_t / IK^h_{t-1})\}]IK^h_t, \tag{15}
\]

and the law of motion for aggregate housing goods is given by

\[
H^a_t - (1 - \delta_h)H^a_{t-1} = IH_t = A^h_t IK^h_t \quad (H^a_t = H_t + H'_t), \tag{16}
\]

where \( s^h(\cdot) \) is adjustment cost for residential capital investment, and \( IH_t \) denotes gross housing production.

2.6 Financial Intermediaries  We model the financial sector by focusing on the relationship between intermediaries’ balance sheet and their ability to intermediate credit. As mentioned, this type of friction has substantial empirical backing and is believed to be a key factor during the 2007 – 2009 financial crisis [Adrian and Shin (2010), Meh and Moran (2010), Gertler and Kiyotaki (2010), and Gertler and Karadi (2011)].

One of the novel aspects of our modeling approach is that we use ‘distance to default’ as an observable variable to capture the riskiness of the financial sector. Distance to default is an indicator of default probability originally developed by Merton (1974) who, using the methodology of Black and Scholes (1973), demonstrated how equity could be modeled as a call option on the assets of the firm with a strike price equal to the firm’s liabilities. By assuming a simple capital structure, Merton was able to calculate the default probability via (now) well-known derivative

\(^6\)In national account statistics, residential investment includes contractor’s profits, labor cost used for the construction of housing goods as well as the cost of materials installed.
pricing equations.

Specifically, assume the firm’s assets are financed by equity issued at time \( t \) denoted by \( S_t \), and zero-coupon debt issued at \( t \) (\( D_t \)) with a face value of \( F \) and maturity date \( M \). The market value of the firm at any date \( t \) is given by the sum of the market value of debt and equity. Therefore, the accounting identity \( V_t = S_t + D_t \), where \( V_t \) denotes firm value, holds for each period. Under these assumptions, the bondholders are entitled to a time-\( M \) cash flow of \( \min[V_M, F] \) and since equity holders are the residual claimants, the value of equity at time \( M \) is given by \( \max[V_M - F, 0] \). At any time \( t < M \), the value of these derivative securities is

\[
S_t = e^{-r(M-t)}E_t^Q \{ \max[V_M - F, 0] \} \\
D_t = e^{-r(M-t)}E_t^Q \{ \min[V_M, F] \}
\]

where the expectation is taken with respect to the risk-neutral probability measure and the risk-free rate \( r \) is assumed to be constant over time.

Assuming a geometric Brownian motion for firm value, Merton showed the probability of default for the firm can be backed out of (17) and (18), and is given by\(^7\)

\[
\pi_t^D = Pr \left( -\frac{\ln(V_t) - \ln(F) + (\mu_V - \frac{\sigma_V^2}{2})M}{\sigma_V \sqrt{M}} \geq \varepsilon_{t+M} \right)
\]

where \( \varepsilon_{t+M} \) is white noise.

We can then define the distance to default as

\[
DD_t = \frac{\ln(V_t/F) + (\mu_V - \frac{\sigma_V^2}{2})M}{\sigma_V \sqrt{M}}
\]

Default occurs when the ratio of firm value to debt (\( V_t/F \)) drops below unity or the log of the ratio is negative. The distance to default \( DD_t \) can be interpreted as a z-score, which gives the number of standard deviations the log of this ratio needs to deviate from its mean in order for default to occur. In other words, the probability of bankruptcy depends upon the distance between the current value of the firm’s assets and the face value of its liabilities, adjusted for the expected growth in asset value relative to asset volatility.

It is assumed that the opportunity cost of bank debt holders (including both retail and wholesale investors) and equity holders is the risk-free rate, \( R_t \). The returns for bank debt (\( R^d_t \)) and equity (\( R^e_t \)) are determined so that the expected returns for debt and equity holders are the same as their opportunity cost \( r_t \),

\[
R_tD_t = R^d_t(1 - \pi_t^D)D_t + R^d_t\pi_t^D(1 - LGD_t)D_t,
\]

\(^7\)See Appendix A for a complete derivation.
\[ R_t S_t = R_t^s(1 - \pi_t^D) S_t, \]

where \( \text{LGD}_t \) denotes the loss given default for the bank liability. The asset side of the intermediaries consists of business lending and household lending, thus the market clearing condition for the credit market is

\[ B_t + B_t' = D_t + S_t \]

We define \( \kappa_t^b \) as the bank capital ratio, that is, \( \kappa_t^b = S_t / (D_t + S_t) \). Then the funding cost of the bank \( R_t^b \) is the weighted average of debt return and equity return, that is, \( R_t^b = (1 - \kappa_t^b) R_t^d + \kappa_t^b R_t^e \).

Using the above relationships between the risk free rate and the debt and equity return, we obtain

\[ \frac{R_t^b}{R_t} = \frac{1 - \kappa_t^b}{1 - \pi_t^D \text{LGD}_t} + \frac{\kappa_t^b}{1 - \pi_t^D} \equiv G(DD_t). \quad (20) \]

From equation (19), when the intermediary’s leverage increases, the distance to default decreases and the probability of default rises. Then equation (20) shows that the bank spread, the ratio of the bank funding cost to the risk-free rate, increases. On the other hand, when the expected profitability of the bank asset \( (\mu_V - \sigma_V^2 / 2) \) improves, the distance to default increases, the probability of default falls and the bank spread falls. This mechanism has a similarity with Gertler-Karadi mechanism for the banking sector, in a sense that the required return for the bank investment is determined by the intermediary’s leverage or the degree of capitalization. We express the relationship between the bank spread and the distance to default in equation (20) in a log-linearized form

\[ \hat{b}_t = \chi^l \cdot \hat{D}_t + \hat{\epsilon}_t^{bs} , \]

where \( \hat{b}_t = R_t^b - R_t \), \( \hat{\epsilon}_t^{bs} \) captures the changes in the bank spread not explained by the distance to default, such as the loss given default that may be affected by the default cost.

The intermediary’s assets consist of household and business loan, that is, \( V_t = m E_t q_{t+1}^h H_t^l + (Q_t K_t^p - NW_t) \). We simply assume the intermediary distance to default is a function of the expected housing price and the investment goods price, that is, \( DD_t = H(E_t q_{t+1}^h, Q_t) \). Low expected housing price or investment goods price affects the intermediary’s asset quality, lowers the equity value and distance to default of the intermediary. In a log-linearized form,

\[ \hat{D}_t = \rho^{dd} \hat{D}_{t-1} + \chi^{dd,H} E_t q_{t+1}^h + \chi^{dd,Q} Q_t + \hat{\epsilon}_t^{dd} . \quad (21) \]

In equation (21), \( \chi^{dd,H} \) and \( \chi^{dd,Q} \) are the parameters that measure sensitivity of distance to default to the expected housing price or the investment goods price. \( \hat{\epsilon}_t^{dd} \) is a shock to the financial intermediaries’ balance sheets not explained by those prices.

Figure 2 plots the distance to default and interbank spread implied by the data using the
methodology of Carlson, King and Lewis (CKL). CKL focus on the 25 largest financial institutions by assets. They match the quarterly balance sheet data from Compustat for all the institutions to daily stock price data from CRSP. Using the entire stock price history of each firm from 1973 to year-end 2007, CKL calculate the expected probability of default on a daily basis using a well established methodology. CKL then extract the 25 largest firms, by assets, in each quarter and calculate their expected default probability. The median default probability of the top 25 firms is what we use in our estimation.

3 Bayesian Estimation

3.1 Estimation Method and Data

As in the original SW model, we linearize the equilibrium conditions of the model around the balanced growth path steady-state. These equilibrium conditions, along with measurement equations for observable variables, constitute a state-space where the likelihood can be evaluated via the Kalman filter. We estimate structural parameters of the model using Bayesian methods. Given prior distributions of the parameters, we draw posterior distributions using the Metropolis-Hastings algorithm. Of the 250,000 draws, we dispose the first 75,000 and use the last 175,000 draws for the posterior distribution. There are 14 observable variables, 6 of them are identical to SW model. These are log differences in real GDP, GDP deflator, real consumption, real wage, log hours worked, and the federal funds rate. Investment is separated

---

8Financial institutions here comprise of depository institutions, non-depository credit institutions, securities and commodity brokers and dealers, and their holding companies.

9The volatility of firm value is related to the volatility of equity according to $\sigma_s = (v/s)N(d)\sigma_v$. This equation and (17) can be used to solve for $V$ and $\sigma_v$ using stock price data (see Crosbie and Bohn (2003) for additional details).

10Dynare 4.2 is used for the posterior simulation.
Table 1: Calibrated Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
<th>Calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>Depreciation rate, non-residential capital</td>
<td>0.025</td>
</tr>
<tr>
<td>$g_y$</td>
<td>Government Spending-GDP ratio</td>
<td>0.18</td>
</tr>
<tr>
<td>$\lambda_w$</td>
<td>Steady-state markup in the labor market</td>
<td>1.5</td>
</tr>
<tr>
<td>$\epsilon_p$</td>
<td>Curvature, goods aggregation</td>
<td>10</td>
</tr>
<tr>
<td>$\epsilon_w$</td>
<td>Curvature, labor aggregation</td>
<td>10</td>
</tr>
<tr>
<td>$\delta_h$</td>
<td>Depreciation rate, residential capital</td>
<td>0.1</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Labor income share, borrowing household</td>
<td>0.75</td>
</tr>
<tr>
<td>$m$</td>
<td>Steady-state LTV ratio</td>
<td>0.75</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Weight on housing in the utility function</td>
<td>0.15</td>
</tr>
</tbody>
</table>

between residential and non-residential investment, and their log differences are used. We also use 6 additional observables related to the financial frictions of the model. These are the log difference of real household debt, real housing price index, log of banking sector distance to default and firm leverage, and the interbank interest rate spread between federal funds rate and one-month Euro-Dollar deposit rate\(^{11}\), and BAA-Treasury spread. Detailed description of data is provided in the appendix. The estimation sample period is from 1974:4 to 2011:4.\(^{12}\)

3.2 Calibration Table 1 gives the values for calibrated parameters. We use the same calibration as SW with the addition of four new parameters. The depreciation rate of housing, $\delta_h$, is calibrated as 0.1, greater than the depreciation rate of non-residential capital. $\psi$ represents the weight on housing in the utility function, and is chosen at 0.15. These two calibrated parameters pin down the steady-state residential investment-nonresidential investment ratio at approximately 4:1. $\mu$, the labor income share of saving household, is set at 0.75, close to the estimate of Iacoviello and Neri (2010). $m$ is the steady-state LTV ratio of borrowing household and chosen at 0.75, consistent with US data.

3.3 Prior and Posterior Distributions Tables 2 and 3 list the prior and posterior distributions of the estimated parameters. Most of the prior distributions are taken directly from the literature. The AR(1) and MA(1) coefficients, and for the correlation between output and government spending follows a beta distribution with a mean of 0.5 and a standard deviation of 0.2. The prior distributions for the standard errors of the shocks follow an inverse gamma with a mean of 0.2 and a standard deviation of 2.0. The priors for the structural parameters from the original SW model are consistent with the SW model priors.

For the financial friction parameters, we examine two prior specifications. One specification

\(^{11}\)Alternatively, one can consider the spread with the same maturity, for example, between three-month Euro-dollar deposit rate and Treasury Bill rate. However, we prefer federal funds rate to Treasury Bill rate because the former better represents monetary policy. Also, we use one-month Euro-Dollar deposit rate because no interbank rate with shorter maturity is available for our entire sample period. Our key results are preserved when we estimate the model using the spread between three-month Euro-dollar deposit rate and Treasury Bill rate.

\(^{12}\)This is shorter than the original SW model due to the availability of additional data series.
assumes a modest impact from the financial sector (weak prior), while the other assumes a much larger impact (strong prior). This allows us to examine the extent to which the posterior results are sensitive to prior specifications over financial friction parameters. A prior / posterior predictive analysis, conducted in the next section, allows us to accurately depict the extent to which the different prior specifications impacts our analysis both before and after estimation.

The strong priors are reported in parenthesis in Table 2. \(\chi^e\) and \(\chi^f\) are the elasticity of the entrepreneur external finance premium with regards to entrepreneur leverage and the bank spread to the bank distance to default, respectively. They represent the financial friction channel in the entrepreneurial sector and financial sector. The prior for \(\chi^e\) and \(\chi^f\) follows a normal distribution with a mean of 0.05 (0.2), -0.05 (-0.2), respectively, and a standard deviation of 0.02 (0.05). The prior for \(\chi^{dd,Q}\) and \(\chi^{dd,H}\), the elasticity of distance to default with regards to investment goods price and housing price, is a normal distribution with a mean of 0.05 (0.2) and a standard deviation of 0.02 (0.05). Finally, the prior for residential capital adjustment cost \(\varphi^h\) and the steady-state housing price inflation \(\bar{\pi}^{qh}\) is a normal distribution.

Tables 2 and 3 show the median, the mean, and the lower and upper bounds of 90 percent highest posterior density interval obtained by the Metropolis-Hastings algorithm. Somewhat surprising, observation is that the posterior distribution for the weak prior is nearly identical to that of the strong prior (in parenthesis). Imposing a more informative prior on the financial frictions seems to do very little to change posterior estimates. We expand on this observation in the next section.

The posterior mean for household preference parameters is 1.73 for the elasticity of intertemporal substitution \(\sigma_c\) (for the composite of consumption and housing goods), 2.05 for the elasticity of labor \(\sigma_l\) and 1.93 for the elasticity between consumption goods and housing goods \(\sigma_h\). Habit formation parameter \(\lambda\) is estimated to be 0.54, a little lower the original SW estimate. The posterior for the parameters in the production and price determination are similar to the original SW model. They include non-residential capital adjustment cost \(\varphi\), capital-labor share of production function \(\alpha\), fixed cost in production \(\Phi\), price rigidty \(\xi_p\). The posterior mean for the wage rigidty \(\xi_w\) and wage indexation \(\tau_w\) is estimated to be 0.93 and 0.52, respectively. In the monetary policy rule, introducing financial friction induces a lower posterior mean value for the long-run reaction coefficient to inflation \(r_\pi\) (=1.40), output gap \(r_y\) (=0.00), compared to their SW model estimates of 1.87, 0.07. The trend growth rate \(\gamma\) is estimated to be slightly lower than the SW model at 0.39, and the steady-state inflation rate \(\bar{\pi}\), real housing price appreciation rate \(\bar{\pi}^{qh}\), and discount rate \(\bar{\beta}\) are about 3.4 percent, 0.9 percent and 1.0 percent on an annual basis.

Regarding the financial frictions, distance to default is affected by the price of capital and expected housing price, as the posterior distribution for \(\chi^{dd,Q}\) and \(\chi^{dd,H}\) lies mostly in the positive range. However, the financial accelerator channel and the friction within the financial sector are not clear during the sample period, as the 90% credible regions for \(\chi^e\) and \(\chi^f\) contain both positive and negative values. Nevertheless, the mean and median for both parameters have the sign that is expected by the respective friction.

Among the estimated processes for the exogenous shock variables, productivity shock \(\varepsilon^a\), gov-
Table 2: Prior and posterior distribution of structural parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior Distribution</th>
<th>Posterior Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varphi )</td>
<td>Non-residential capital adjustment cost</td>
<td>Normal 4.00 1.50</td>
</tr>
<tr>
<td>( \sigma_c )</td>
<td>Elasticity of intertemporal substitution</td>
<td>Normal 1.50 0.37</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Habit formation</td>
<td>Beta 0.70 0.10</td>
</tr>
<tr>
<td>( \xi_w )</td>
<td>Wage rigidity</td>
<td>Beta 0.50 0.10</td>
</tr>
<tr>
<td>( \sigma_l )</td>
<td>Labor elasticity</td>
<td>Normal 2.00 0.75</td>
</tr>
<tr>
<td>( \xi_p )</td>
<td>Price rigidity</td>
<td>Beta 0.50 0.10</td>
</tr>
<tr>
<td>( \tau_w )</td>
<td>Wage indexation</td>
<td>Beta 0.50 0.15</td>
</tr>
<tr>
<td>( \tau_p )</td>
<td>Price indexation</td>
<td>Beta 0.50 0.15</td>
</tr>
<tr>
<td>( \Psi )</td>
<td>Capital Utilization</td>
<td>Beta 0.50 0.15</td>
</tr>
<tr>
<td>( \Phi )</td>
<td>Fixed cost in production</td>
<td>Normal 1.25 0.12</td>
</tr>
<tr>
<td>( \tau_x )</td>
<td>MP reaction to inflation</td>
<td>Normal 1.50 0.25</td>
</tr>
<tr>
<td>( \rho )</td>
<td>MP rigidity</td>
<td>Beta 0.75 0.10</td>
</tr>
<tr>
<td>( \tau_y )</td>
<td>MP reaction to output gap</td>
<td>Normal 0.12 0.05</td>
</tr>
<tr>
<td>( \tau_{\Delta y} )</td>
<td>MP reaction to output gap change</td>
<td>Normal 0.12 0.05</td>
</tr>
<tr>
<td>( \bar{\pi} )</td>
<td>Steady-state inflation</td>
<td>Gamma 0.62 0.10</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Steady-state discount rate</td>
<td>Gamma 0.25 0.10</td>
</tr>
<tr>
<td>( \bar{l} )</td>
<td>Steady-state hours worked</td>
<td>Normal 0.00 2.00</td>
</tr>
<tr>
<td>( \bar{\gamma} )</td>
<td>Steady-state trend growth rate</td>
<td>Normal 0.40 0.10</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Capital share in production</td>
<td>Normal 0.30 0.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior Distribution</th>
<th>Posterior Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varphi_h )</td>
<td>Residential capital adjustment cost</td>
<td>Normal 0.30 0.05</td>
</tr>
<tr>
<td>( \sigma_h )</td>
<td>Elasticity, consumption and housing</td>
<td>Normal 1.50 0.37</td>
</tr>
<tr>
<td>( \bar{\pi}_h )</td>
<td>Steady-state housing price inflation</td>
<td>Normal 0.2 0.15</td>
</tr>
<tr>
<td>( \chi^f )</td>
<td>Financial accelerator</td>
<td>Normal 0.05(0.2) 0.02(0.05)</td>
</tr>
<tr>
<td>( \chi^l )</td>
<td>Bank spread elasticity to DD</td>
<td>Normal -0.05(-0.2) 0.02(0.05)</td>
</tr>
<tr>
<td>( \chi^dd.Q )</td>
<td>DD elasticity to capital price</td>
<td>Normal 0.05(0.2) 0.02(0.05)</td>
</tr>
<tr>
<td>( \chi^dd.H )</td>
<td>DD elasticity to housing price</td>
<td>Normal 0.05(0.2) 0.02(0.05)</td>
</tr>
</tbody>
</table>

Note: The table shows posterior estimates from both weak and strong financial friction priors. Posterior estimates from strong financial friction prior are in parenthesis.
Table 3: Prior and posterior distribution of shock processes

<table>
<thead>
<tr>
<th>Prior Distribution</th>
<th>Posterior Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Distrib.</td>
</tr>
<tr>
<td>$\sigma_a$</td>
<td>SE, productivity</td>
</tr>
<tr>
<td>$\sigma_\beta$</td>
<td>SE, discount factor</td>
</tr>
<tr>
<td>$\sigma_g$</td>
<td>SE, government</td>
</tr>
<tr>
<td>$\sigma_f$</td>
<td>SE, investment</td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>SE, monetary</td>
</tr>
<tr>
<td>$\sigma_p$</td>
<td>SE, inflation markup</td>
</tr>
<tr>
<td>$\sigma_w$</td>
<td>SE, wage markup</td>
</tr>
<tr>
<td>$\sigma_{bs}$</td>
<td>SE, bank spread</td>
</tr>
<tr>
<td>$\sigma_{dd}$</td>
<td>SE, distance to default</td>
</tr>
<tr>
<td>$\sigma_{rp}$</td>
<td>SE, risk premium</td>
</tr>
<tr>
<td>$\sigma_{nw}$</td>
<td>SE, net worth×10</td>
</tr>
<tr>
<td>$\sigma_{ah}$</td>
<td>SE, housing investment×10</td>
</tr>
<tr>
<td>$\sigma_\psi$</td>
<td>SE, housing demand ×10</td>
</tr>
<tr>
<td>$\sigma_{dbt}$</td>
<td>SE, lending standard ×10</td>
</tr>
<tr>
<td>$\rho_a$</td>
<td>AR(1), productivity</td>
</tr>
<tr>
<td>$\rho_\beta$</td>
<td>AR(1), discount factor</td>
</tr>
<tr>
<td>$\rho_g$</td>
<td>AR(1), government</td>
</tr>
<tr>
<td>$\rho_I$</td>
<td>AR(1), investment</td>
</tr>
<tr>
<td>$\rho_\psi$</td>
<td>AR(1), monetary</td>
</tr>
<tr>
<td>$\rho_p$</td>
<td>AR(1), inflation markup</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>AR(1), wage markup</td>
</tr>
<tr>
<td>$\rho_{bs}$</td>
<td>AR(1), bank spread</td>
</tr>
<tr>
<td>$\rho_{dd}$</td>
<td>AR(1), distance to default</td>
</tr>
<tr>
<td>$\rho_{rp}$</td>
<td>AR(1), risk premium</td>
</tr>
<tr>
<td>$\rho_{nw}$</td>
<td>AR(1), net worth</td>
</tr>
<tr>
<td>$\rho_{ah}$</td>
<td>AR(1), housing investment</td>
</tr>
<tr>
<td>$\rho_\psi$</td>
<td>AR(1), housing demand</td>
</tr>
<tr>
<td>$\rho_{dbt}$</td>
<td>AR(1), lending standard</td>
</tr>
<tr>
<td>$\rho_p$</td>
<td>MA(1), inflation markup</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>MA(1), wage markup</td>
</tr>
<tr>
<td>$\rho_{gy}$</td>
<td>Government spending correlation</td>
</tr>
</tbody>
</table>

Note: The table shows posterior estimates from both weak and strong financial friction priors. Posterior estimates from strong financial friction prior are in parenthesis.
ernment spending shock $\varepsilon^g$, housing investment shock $a^h$, housing demand shock $\varepsilon^v$, risk premium shock $\varepsilon^{rp}$ and lending standard shock $\varepsilon^{dbt}$ are strongly persistent, with posterior mean AR (1) coefficients over 0.95. The discount factor shock $\varepsilon^\beta$ is estimated to have a higher standard error compared to the financial friction shock in the SW model.

4 Results

4.1 Prior-Posterior Predictive Analysis

We echo Geweke (2005), Faust and Gupta (2012) and Leeper et al. (2011) in arguing for the use of prior and posterior predictive analysis to shed light on the black-box nature of empirically validated DSGE models. Our objects of interest are the standard deviations of changes in output ($\sigma_{\Delta Y}$), consumption ($\sigma_{\Delta C}$), investment ($\sigma_{\Delta I}$), and the correlation between changes in consumption and investment ($\rho_{\Delta C;\Delta I}$). The standard deviations help us verify the amplification channel and additional volatility attributable to the financial frictions (Brunnermeier et al. (2012)). The correlation helps us to assess whether the model can generate the comovement between consumption and investment that was readily apparent during the financial crisis. To sample predictive distributions, first we simulate 175,000 sets of prior and posterior parameter draws from the SW-FF and SW models. Then for each set of draws, we obtain the statistics of interest from the simulated time series of 400 periods.

Figures 3 – 6 present the prior and posterior predictive densities for chosen statistics of interest. Panel (a) of figure 3 is the prior predictive density of the standard deviation of the change in output ($\sigma_{\Delta Y}$). The SW-FF model with more informative prior (strong prior) has a distribution centered to the right relative to the SW model or SW-FF model with weak prior. For example, standard deviation value of 2 percent or higher is very unlikely from the SW or SW-FF with weak prior, but the SW-FF with strong prior assigns more probability to the range. Panel (b) of figure 3 reports the posterior predictive density from each model specification. The posterior predictive density from the SW-FF is more dispersed and centered to the right relative to the SW model. This suggests that financial frictions play an important role in increasing the volatility of output. However, the strong and weak prior specifications have identical posterior distributions, suggesting a more dogmatic prior geared towards substantially larger output volatility is not borne out in the data.

Figures 4 and 5 are the prior-posterior predictive densities for the standard deviation of the change in aggregate consumption ($\sigma_{\Delta C}$) and investment ($\sigma_{\Delta I}$). Disappointingly, although in theory the impatient household’s borrowing constraint in the SW-FF model can amplify consumption volatility, the model’s prior predictive density does not show noticeable difference with the SW model regarding consumption volatility. Only the posterior density demonstrates higher consumption volatility for the SW-FF model, to a degree comparable to the output volatility case.

By contrast, the financial frictions clearly help the model match the substantial volatility in investment that is typical of business cycles. For example, the realized change in investment in quarter one of 2009 was -10.41%. The SW model places negligible probability of such an event, while the strong prior SW-FF model allows for such volatility (standard deviation value of 5% or
Figure 3: Prior-posterior predictive distribution, standard deviation (ΔOutput)

Figure 4: Prior-posterior predictive distribution, standard deviation (ΔConsumption)
more is not unlikely). The posterior analysis shows that including financial frictions leads to a standard deviation that is more in line with the great recession. However, the differences are not as stark as the prior may suggest.

Figure 6 is the prior-posterior predictive densities for the correlation between in consumption and investment ($\rho(\Delta C, \Delta I)$). Prior predictive density for the SW model is more concentrated pointing to high correlation value. However, posterior densities reveal that it is the SW-FF model that presents higher correlation. The realized correlation during the sample period is 0.41, and the posterior predictive from SW and SW-FF model have similar density for this value.

The message delivered by this predictive analysis is somewhat mixed. First, SW-FF model with strong prior shows better promise in predicting severe financial crises. However, posterior predictive distributions show that the differences between the models are mitigated substantially by the data. This suggests that it is not likely that the SW-FF can offer substantially improved
predictive power. One potential reason for this is that recessions as large as the Great Recession are relatively rare events. Most of the data used to fit and compare these models comes from the era of Great Moderation. Hence the data will not assign a large role to the financial frictions. This explains why the SW and SW-FF models do not look substantially different when taken to data.

4.2 Historical Decomposition: How Does the Model Interpret 2007-2009 Financial Crisis? We now examine how the 2007-2009 financial crisis is interpreted by SW-FF and SW models. Figures 7 – 9 compare the historical decompositions of the changes in output, consumption and investment for the two models. As already mentioned in Section 2, in SW model, the financial friction shock is the most important determinant of the recession during 2008:3 – 2009:1. It accounts for the majority of the downfall in consumption, investment and thus output. By design, a large financial friction shock can generate significant comovement between consumption and investment because it enters into the optimal intertemporal decision regarding both consumption and investment. Along with the financial friction shock, the investment efficiency shock is an important factor for the investment decrease in SW model.

In SW-FF model, shocks related to financial friction, most notably the risk premium shock, play a significant role in the recession. The investment decrease is mostly driven by the risk premium shock. The bank spread shock and net worth shock are also important, albeit their contribution is not as big. Regarding the risk premium shock, the biggest difference between investment efficiency shock and risk premium shock is that while the former is a shock to the capital supply, the latter is a shock to the capital demand by affecting the funding condition of entrepreneurs. Therefore, the latter provides a better explanation of the comovement between investment and the asset (capital) price during the crisis, consistent with the findings of Christiano et al. (2014).
Figure 8: Historical decomposition (SW model-left, SW-FF model-right), changes in consumption, deviation from trend (%)

Figure 9: Historical decomposition (SW model-left, SW-FF model-right), changes in investment, deviation from trend (%)

Walker & Suh: Financial Frictions
An important criterion to assess the model’s ability to explain the financial crisis is whether it can generate a simultaneous drop in consumption and investment. Figures 8 and 9 show that in the SW-FF model, although a large fraction of investment decrease is explained by risk premium shock and other financial shocks, consumption decrease is mostly driven by discount factor shock, monetary policy shock and inflation markup.

Can this be seen as an evidence that the link between financial frictions and household consumption is still weak? The supposed link between them in the model is the credit-constrained household. Financial conditions affect credit-constrained households directly through two channels. First, a fall in housing price induces their LTV constraint to bind more tightly, resulting in a reduction in consumption. Second, changes in bank spread determines the rate they can borrow from financial intermediaries. Figure 10 shows the historical decomposition of the changes in credit constrained households’ consumption. While risk premium shock, bank spread shock and housing supply shock contribute to consumption decrease, it is still discount factor shock, monetary policy shock and inflation markup shock that accounts for the largest part. Moreover, given the calibrated size of credit constrained households (one fourth of total households), these effects from financial friction are likely to be diluted in total consumption.13 The contribution of lending standard shock is in fact positive until the second quarter of 2009 when it swings to a large negative value, as it reflects the rising LTV ratio that is typical when asset price is falling.

4.3 ‘Balance Sheet’ vs. ‘non-balance sheet’ Channels of Financial Friction

The 2007-2009 financial crisis is regarded as an example that demonstrates systemic nature of financial crises. Before the crisis, periods of credit expansion had led to excessive borrowing of households and high risk exposure of the banking sector. Once housing prices began to drop, households found themselves insolvent and the banking sector capital deteriorated. A collapse of the banking sector led to a credit crunch, feeding negative effects back to household and business sector.

Can we identify this systemic channel using the SW-FF model? For this purpose, let us classify net worth shock, housing shock and distance-to-default shock as ‘balance sheet’ shocks, and risk premium shock, bank spread shock as ‘spread’ shocks. Balance sheet shocks can change borrowers’ balance sheet conditions, reflecting such events as unexpected revaluation in asset qualities. Therefore, this class of shocks can explain balance sheet or structural channel of financial friction in which the borrowers’ ability to finance is affected by their balance sheet strength. On the other hand, spread shocks can change the risk premia given balance sheet conditions, reflecting market sentiment mainly about future volatility. For example, as is emphasized by Christiano et al. (2014), changes in the volatility of idiosyncratic productivity distribution can be a source of this type of shocks.

13Christiano et al. (2014) claims that risk shock can explain the comovement between consumption and investment. But in their model capital is determined by households, not entrepreneurs, creating an arbitrage condition between risk-free bond and capital by households. This assumption, along with another assumption that capital functions not as a saving instrument but as a borrowing instrument in their model, can strengthen comovement. However, we do not adopt those assumptions because they mute entrepreneur’s role in investment, violating the original assumption by Bernanke et al. (1999), and they are not realistic descriptions of household decision.
Figures 11 – 14 show that while shocks related to financial frictions play a significant role for the crisis, the ‘balance sheet’ channel of financial friction does not appear to be strong. The net worth shock and distance to default shock account for a majority of firm net worth and financial intermediary distance to default decreases, but their contribution to the risk spread (BAA-Treasury) and bank spread is weak. It follows that their contribution to consumption or investment must also be weak, because the risk spread and bank spread are the direct channels that financial conditions affect non-financial agent decisions.

Spread shocks account for the majority of risk spread and bank spread, and their impact on consumption and investment is larger accordingly. Several explanations are possible for this under-representation of the balance sheet channel of financial friction in this model. First, the non-linear nature of financial frictions is not captured by this linearized model. This can lead to an underestimation of the propagation mechanism that balance sheet shocks have on the credit intermediation. Second, it is possible that this balance sheet channel has been indeed weak during the estimation sample period, except a few periods around the financial crisis. That can result in smaller estimates of parameters that account for the propagation, in the financial accelerator ($\chi^c$) or in the bank spread ($\chi^f$). In Section 5.5, we discuss this possibility in further detail using sequential posterior estimates of financial friction parameters. Third, there is a delay in the balance sheet data, as for accounting reasons operational or capital losses can be realized after the period is over. This can cause the realization of balance sheet shocks to lag behind the business cycle, rather than to lead it.
Figure 11: Historical decomposition (SW-FF model), changes in net worth, deviation from trend (%)

Figure 12: Historical decomposition (SW-FF model), distance-to-default, logged value
Figure 13: Historical decomposition (SW-FF model), risk spread (%)

Figure 14: Historical decomposition (SW-FF model), bank spread (%)
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Table 4: Variance decomposition, financial variables (%)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Entrepreneur risk spread</th>
<th>Entrepreneur leverage</th>
<th>Bank spread</th>
<th>Distance to default</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk premium</td>
<td>93.6(95.4)</td>
<td>44.1(47.7)</td>
<td>0.0(0.1)</td>
<td>0.7(0.6)</td>
</tr>
<tr>
<td>Entrepreneur net worth</td>
<td>3.5(2.4)</td>
<td>30.1(26.8)</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
</tr>
<tr>
<td>Bank spread</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>96.4(88.3)</td>
<td>0.0(0.0)</td>
</tr>
<tr>
<td>Distance to default</td>
<td>0.0(0.0)</td>
<td>0.0(0.0)</td>
<td>1.5(5.0)</td>
<td>41.3(43.1)</td>
</tr>
<tr>
<td>Non-financial</td>
<td>2.9(2.9)</td>
<td>25.8(25.4)</td>
<td>2.1(6.6)</td>
<td>58.7(56.3)</td>
</tr>
</tbody>
</table>

Note: The table shows posterior estimates from both weak and strong financial friction priors. Posterior estimates from strong financial friction prior are in parenthesis.

Table 5: Variance decomposition, non-financial variables (%)

<table>
<thead>
<tr>
<th>Variables</th>
<th>∆Output</th>
<th>∆Consumption</th>
<th>∆Investment</th>
<th>Inflation</th>
<th>Housing inflation</th>
<th>∆Housing investment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Productivity</td>
<td>9.5(8.7)</td>
<td>4.5(3.9)</td>
<td>1.5(1.5)</td>
<td>19.8(19.5)</td>
<td>0.4(0.3)</td>
<td>1.4(1.3)</td>
</tr>
<tr>
<td>Discount factor</td>
<td>11.7(11.7)</td>
<td>26.6(26.4)</td>
<td>0.9(0.9)</td>
<td>0.8(0.8)</td>
<td>1.1(1.1)</td>
<td>1.6(1.7)</td>
</tr>
<tr>
<td>Gvt. spending</td>
<td>10.9(10.7)</td>
<td>1.7(1.7)</td>
<td>0.0(0.0)</td>
<td>3.0(2.8)</td>
<td>0.3(0.3)</td>
<td>0.8(0.8)</td>
</tr>
<tr>
<td>Inv. specific</td>
<td>22.3(22.8)</td>
<td>11.7(12.1)</td>
<td>65.0(64.4)</td>
<td>7.3(7.6)</td>
<td>0.2(0.2)</td>
<td>1.0(1.1)</td>
</tr>
<tr>
<td>Monetary</td>
<td>21.3(21.0)</td>
<td>24.0(23.6)</td>
<td>8.2(8.0)</td>
<td>1.9(1.9)</td>
<td>8.7(8.7)</td>
<td>18.6(18.6)</td>
</tr>
<tr>
<td>Inflation markup</td>
<td>11.4(11.7)</td>
<td>12.7(12.9)</td>
<td>8.4(8.5)</td>
<td>33.3(32.8)</td>
<td>0.3(0.4)</td>
<td>2.2(2.3)</td>
</tr>
<tr>
<td>Housing demand</td>
<td>0.2(0.2)</td>
<td>4.5(4.6)</td>
<td>0.2(0.2)</td>
<td>4.7(4.5)</td>
<td>25.6(25.3)</td>
<td>64.6(64.1)</td>
</tr>
<tr>
<td>Housing supply</td>
<td>1.2(1.1)</td>
<td>2.0(2.0)</td>
<td>0.1(0.1)</td>
<td>0.7(0.7)</td>
<td>62.3(62.6)</td>
<td>8.2(8.2)</td>
</tr>
<tr>
<td>Risk premium</td>
<td>6.9(7.6)</td>
<td>5.0(5.7)</td>
<td>13.6(14.3)</td>
<td>8.5(9.7)</td>
<td>0.1(0.2)</td>
<td>0.4(0.5)</td>
</tr>
<tr>
<td>Other financial</td>
<td>2.6(2.5)</td>
<td>5.0(4.8)</td>
<td>0.5(0.5)</td>
<td>0.4(0.3)</td>
<td>0.9(0.9)</td>
<td>0.8(0.8)</td>
</tr>
</tbody>
</table>

Note: The table shows posterior estimates from both weak and strong financial friction priors. Posterior estimates from strong financial friction prior are in parenthesis.

4.4 Variance Decomposition  Variance decompositions show how much a shock contributes to the forecast error variance of each variable. We use variance decomposition to understand the importance of each financial friction channel in the model. Tables 4 and 5 present the variance decomposition of financial and non-financial variables at the posterior mean. Table 4 shows that financial shocks (risk premium shock, net worth shock, bank spread shock, and distance to default shock) explain a large part of the forecast error variance of financial indicator variables (risk spread, entrepreneur leverage, bank spread, distance to default). Non-financial shocks explain about 26 percent of entrepreneur leverage and 59 percent of distance to default, but only less than 5 percent of risk spread and bank spread. However, table 5 shows that the effects of financial shocks on non-financial variable are limited. Only risk premium shock has a significant contribution (14 percent of investment and 7 percent of output). These results from variance decomposition again indicate that the role of financial friction in the estimated model, especially balance sheet channel, is not strong.

4.5 Sequential Estimation  As mentioned in Section 5.3, one possible explanation for why the financial frictions do not play a more significant role in the analysis is that the degree of financial friction may vary over time. The financial crisis represents a small component of our overall sample. Estimates for parameters governing financial frictions may not be prominent due to time averaging over the entire sample.
To assess this possible time variation, we sequentially estimate the model parameters using 15-year rolling windows with annual steps. That is, we estimate the posteriors using the sample from 1975:1q–1989:4q, then step forward and re-estimate the posteriors using 1976:1q–1990:4q, and so on. In this way, we can obtain 23 windows from 1975:1q–1989:4q to 1997:1q–2011:4q. This thought experiment is an indication of the extent of time variation in important parameter values. Figure 15 presents the posterior mean and 90% credible sets of key financial friction parameters in our model, the elasticity of entrepreneur external finance premium to leverage ($\chi^e$), elasticity of bank spread to distance to default ($\chi^f$), elasticity of distance to default to expected housing price ($\chi^{dd,H}$) and elasticity of distance to default to investment goods price ($\chi^{dd,Q}$).

The figure indeed supports that there is substantial time variation in the degree of financial摩擦.
frictions. Specifically, the balance sheet channel becomes much more intense during the financial crisis. The elasticity of the entrepreneur external finance premium with respect to leverage ($\chi^e$, panel a) shows diminishing trend, but elevates quickly during the financial crisis. The posterior median for the entire sample, reported in Table 4, is 0.003 for both the strong and weak financial friction prior. This value is roughly in the 95th percentile of the left tail of the parameter distribution centered around the financial crisis. The large spike around 2008 has a median value of 0.016 or roughly a five-fold increase relative to the posterior median for the entire sample.

The elasticity of the bank funding cost with respect to the bank distance to default ($\chi^f$, panel b) shows little trend until the early 2000s, when it increases to a positive median value. (Recall a negative value indicates a financial friction.) This parameter quickly becomes large and negative when the rolling estimate includes the financial crisis. The median value of the full-sample posterior is -0.02 (-0.03) for the weak (strong) prior. The rolling-window median estimate of -0.07 is several standard deviations away from the full-sample posterior median but largely inconsistent with the strong prior assumption.

The elasticity of the bank distance to default with regards to expected housing prices and capital price ($\chi^{dd,H}$ panel c and $\chi^{dd,Q}$ panel d, respectively), also display clear time variation. Both increase in the late 1990s, drop over the early 2000s and then spike around the financial crisis. Obviously, balance sheet channels become more intensified during the financial crisis as both parameters reach a maximum over this sub-sample. These spikes, however, cannot be identified in the estimates using the entire sample.

Our rolling-sample results support the argument that balance-sheet channel parameters are smoothed over the entire sample and would be underestimated vis-a-vis a nonlinear model (e.g., regime-switching in financial parameters). However while the financial friction parameters vary dramatically over the sub-samples, the model remains incapable of explaining important features of the Great Recession. For example, figure 16 plots the standard deviation of consumption and investment over two samples—the full sample (1975:2011) and the subsample that includes the financial crisis (1995:2009). While the posterior volatility of consumption increases substantially during the subsample containing the crisis, the change in volatility of investment is nearly negligible. This is prima facie evidence that even a non-linear version of the model is incapable of explaining important elements of the crisis (e.g., the drop in investment).

5 Conclusion

We set up a DSGE model with various financial frictions, and use it to interpret 2007-2009 financial crisis. Predictive analysis shows that the model can produce larger amplification mechanism compared with standard DSGE model without financial friction. Risk premium shock, a shock to the external finance premium given entrepreneurs’ leverage, accounts for a significant fraction of investment decrease during the financial crisis. However, the balance sheet channel of financial friction does not appear strong in the model, contradicting to the common notion about what happened during the crisis. This can be regarded as limitations to the approaches to graft financial
Our paper offers some direction for future work. First, further efforts need to be made to incorporate non-linear aspects of financial frictions into business cycle models. While we find important nonlinearities in the data, accounting for those may not be sufficient for fitting large recessions, especially in investment. Second, models with endogenous default may be better enabled to fit data. However, more work needs to be done to empirically test these models in a rigorous fashion. Finally, we need to understand non-balance sheet channels of financial frictions (e.g., bank runs), especially considering it can be a key to explain the comovement between investment and consumption during the financial crisis.
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APPENDIX

A.1 DATA AND SOURCES

Definition of data variables

Consumption = LN[(PCEC/GDPDEF)/LNSindex] × 100

Non-residential investment = LN[(FPINR/GDPDEF)/LNSindex] × 100

Residential investment = LN[(FPIR/GDPDEF)/LNSindex] × 100

Output = LN(GDPC96/LNSindex) × 100

Hours = LN[(PRS85006023 × CE16OV/100)/LNSindex] × 100

Inflation = LN(GDPDEF/GDPDEF(-1)) × 100

Real wage = LN(PRS85006103/GDPDEF) × 100

Interest rate = Federal Funds Rate/4

Firm leverage = LN[(Firm Asset)/(Firm Asset-Firm Debt)], demeaned

Distance to default = LN(Z-score Distance to Default)

Interest rate spread = (Federal Funds Rate - 1m Euro-Dollar Deposit Rate)/4

Risk spread = (Moody’s BAA-10 Year Treasury Spread)/4 - Interest rate spread

Housing price = LN[(Housing Price Index/GDPDEF)/(Housing Price Index(-1)/GDPDEF(-1))] × 100

Real household debt = LN[(Household debt/GDPDEF)/(Household debt(-1)/GDPDEF(-1))] × 100

Data and Sources

GDPC96: Real Gross Domestic Product - Billions of Chained 1996 Dollars, Seasonally Adjusted Annual Rate
Source: U.S. Department of Commerce, Bureau of Economic Analysis

GDPDEF: Gross Domestic Product - Implicit Price Deflator - 1996=100, Seasonally Adjusted
Source: U.S. Department of Commerce, Bureau of Economic Analysis

PCEC: Personal Consumption Expenditures - Billions of Dollars, Seasonally Adjusted Annual Rate
Source: U.S. Department of Commerce, Bureau of Economic Analysis

FPINR: Fixed Private Non-residential Investment - Billions of Dollars, Seasonally Adjusted Annual Rate
Source: U.S. Department of Commerce, Bureau of Economic Analysis

FPIR: Fixed Private Residential Investment - Billions of Dollars, Seasonally Adjusted Annual Rate
Source: U.S. Department of Commerce, Bureau of Economic Analysis

CE16OV: Civilian Employment: Sixteen Years & Over, Thousands, Seasonally Adjusted

LFU800000000: Population level - 16 Years and Older - Not Seasonally Adjusted
Source: U.S. Bureau of Labor Statistics

LNS10000000: Labor Force Status : Civilian Noninstitutional Population - Age: 16 Years and Over - Seasonally Adjusted - Number in Thousands
Source: U.S. Bureau of Labor Statistics
(Before 1976: LFU800000000: Population Level - 16 Years and Older)

LNSindex: LNS10000000(1992:3)=1

PRS85006023: Nonfarm Business, All Persons, Average Weekly Hours Duration: Index, 1992 = 100, Seasonally Adjusted
Source: U.S. Department of Labor

PRS85006103: Nonfarm Business, All Persons, Hourly Compensation Duration: Index, 1992 = 100, Seasonally Adjusted
Source: U.S. Department of Labor

Federal Funds Rate: Averages of Daily Figures - Percent
Source: Board of Governors of the Federal Reserve System
(Before 1954: 3-Month Treasury Bill Rate, Secondary Market Averages of Business Days, Discount Basis)

1m Euro-Dollar Deposit Rate: Averages of Daily Figures - Percent
Source: Board of Governors of the Federal Reserve System

10yr Treasury Rate: Averages of Daily Figures - Percent
Source: Board of Governors of the Federal Reserve System

Moody’s BAA Rate: Averages of Daily Figures - Percent
Source: Board of Governors of the Federal Reserve System

Z-score Distance to Default: Institution Health Index
Source: Board of Governors of the Federal Reserve System

Housing Price Index: Price Indexes of New Single-Family Houses Sold Including Value of Lot, 2005=100
Source: U.S. Census Bureau

Firm Asset: Nonfinancial Asset, Nonfinancial Corporate Business Balance Sheet (L102), Flow of Funds Accounts of the US
Source: Board of Governors of the Federal Reserve System

Firm Debt: Credit Market Instruments Liability, Nonfinancial Corporate Business Balance Sheet (L102), Flow of Funds Accounts of the US
Source: Board of Governors of the Federal Reserve System

Household Debt: Credit Market Instruments Liability, Households and Nonprofit Organizations Balance Sheet (L101), Flow of Funds Accounts of the US
Source: Board of Governors of the Federal Reserve System

A.2 Distance to Default  The firm’s assets are financed by equity issued at time $t$ denoted by $S_t$, and zero-coupon debt issued at $t$ ($D_t$) with a face value of $F$ and maturity date $M$. The market value of the firm at any date $t$ is given by the sum of the market value of debt and equity. Therefore, the accounting identity $V_t = S_t + D_t$, where $V_t$ denotes firm value, holds for each period. Under these assumptions, the bondholders are entitled to a time-$M$ cash flow of $\min[V_M, F]$ and since equity holders are the residual claimants, the value of equity at time $M$ is given by $\max[V_M - F, 0]$. 
At any time \( t < M \), the value of these derivative securities is

\[
S_t = e^{-r(M-t)} \mathbb{E}_t^Q \{ \max[V_M - F, 0] \} \quad (22)
\]

\[
D_t = e^{-r(M-t)} \mathbb{E}_t^Q \{ \min[V_M, F] \} \quad (23)
\]

where the expectation is taken with respect to the risk-neutral probability measure and the risk-free rate \( r \) is assumed to be constant over time.

If firm value follows a geometric Brownian motion

\[
d \ln V_t = \left( \mu_V - \frac{\sigma_V^2}{2} \right) dt + \sigma_V dW_t
\]

where \( \mu_V \) and \( \sigma_V \) are, respectively, the expected return and volatility rates, and \( W_t \) is a Wiener process. Under this assumption, Black-Scholes derivative pricing equations imply that (22) and (23) become

\[
S_t = V_t \Phi(d_t) - F e^{-r(M-t)} \Phi(-d_t) + \Phi(d_t - \sigma_V \sqrt{M-t}) \quad (24)
\]

\[
D_t = Fe^{-r(M-t)} \left( \frac{V_t}{F e^{-r(M-t)}} \Phi(-d_t) + \Phi(d_t - \sigma_V \sqrt{M-t}) \right)
\]

where \( d_t = (\ln(V_t/F) - (r - \sigma_V^2/2)(M-t))/(\sigma_V \sqrt{M-t}) \) and \( \Phi(\cdot) \) is the standard normal distribution function. Given that the value of the firm’s assets follows a geometric Brownian motion, the value of the assets at any future date \( M \) is given by:

\[
\ln(V_{t+M}) = \ln(V_t) + (\mu_V - \sigma_V^2/2)M + \sigma_V \sqrt{M} \varepsilon_{t+M}
\]

\[
\varepsilon_{t+M} = \frac{W(t+M) - W(t)}{\sqrt{M}}, \quad \varepsilon_{t+M} \sim N(0,1)
\]

\[
V_{t+M}/V_t \sim \mathcal{LN}((\mu_V - \sigma_V^2/2)M, \sigma_V^2 M) \quad (25)
\]

where the last line is the well-know result that \( V_{t+M}/V_t \) has a log-normal distribution.

Therefore the probability of default is

\[
\pi^D_t = Pr \left( \ln(V_t) - \ln(F) + (\mu_V - \sigma_V^2/2)M + \sigma_V \sqrt{M} \varepsilon_{t+M} \leq 0 \right)
\]

\[
= Pr \left( - \frac{\ln(V_t) - \ln(F) + (\mu_V - \sigma_V^2/2)M}{\sigma_V \sqrt{M}} \geq \varepsilon_{t+M} \right).
\]

We can then define the distance to default as

\[
\text{DD}_t = \frac{\ln(V_t/F) + (\mu_V - \sigma_V^2/2)M}{\sigma_V \sqrt{M}}
\]

Default occurs when the ratio of firm value to debt \( V_t/F \) drops below unity or the log of the
The distance to default \( DD_i \) can be interpreted as a z-score, which gives the number of standard deviations the log of this ratio needs to deviate from its mean in order for default to occur. In other words, the probability of bankruptcy depends upon the distance between the current value of the firm’s assets and the face value of its liabilities, adjusted for the expected growth in asset value relative to asset volatility.

### A.3 Prior and Posterior Estimates from Original SW Model

This subsection presents the prior and posterior estimates from original Smets and Wouters (2007), re-estimated using the data from 1974:4 to 2011:4.

Table 6: Prior and posterior distribution of structural parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior Distribution</th>
<th>Posterior Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Distr.  Mean St.Dev.</td>
<td>Median  Mean 5 pct  95 pct</td>
</tr>
<tr>
<td>( \phi )</td>
<td>Non-residential capital adjustment cost</td>
<td>Normal 4.00 1.50</td>
</tr>
<tr>
<td>( \sigma_c )</td>
<td>Elasticity of intertemporal substitution</td>
<td>Normal 1.50 0.37</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Habit formation</td>
<td>Beta 0.70 0.10</td>
</tr>
<tr>
<td>( \xi_w )</td>
<td>Wage rigidity</td>
<td>Beta 0.50 0.10</td>
</tr>
<tr>
<td>( \sigma_l )</td>
<td>Labor elasticity</td>
<td>Normal 2.00 0.75</td>
</tr>
<tr>
<td>( \xi_p )</td>
<td>Price rigidity</td>
<td>Beta 0.50 0.10</td>
</tr>
<tr>
<td>( t_w )</td>
<td>Wage indexation</td>
<td>Beta 0.50 0.15</td>
</tr>
<tr>
<td>( t_p )</td>
<td>Price indexation</td>
<td>Beta 0.50 0.15</td>
</tr>
<tr>
<td>( \Psi )</td>
<td>Capital Utilization</td>
<td>Beta 0.50 0.15</td>
</tr>
<tr>
<td>( \Phi )</td>
<td>Fixed cost in production</td>
<td>Normal 1.25 0.12</td>
</tr>
<tr>
<td>( \tau_\pi )</td>
<td>MP reaction to inflation</td>
<td>Normal 1.50 0.25</td>
</tr>
<tr>
<td>( \rho )</td>
<td>MP rigidity</td>
<td>Beta 0.50 0.15</td>
</tr>
<tr>
<td>( \tau_y )</td>
<td>MP reaction to output gap</td>
<td>Normal 0.12 0.05</td>
</tr>
<tr>
<td>( \tau_{\Delta y} )</td>
<td>MP reaction to output gap change</td>
<td>Normal 0.12 0.05</td>
</tr>
<tr>
<td>( \pi )</td>
<td>Steady-state inflation</td>
<td>Gamma 0.62 0.10</td>
</tr>
<tr>
<td>( \tilde{\beta} )</td>
<td>Steady-state discount rate</td>
<td>Gamma 0.25 0.10</td>
</tr>
<tr>
<td>( \ell )</td>
<td>Steady-state hours worked</td>
<td>Normal 0.00 2.00</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>Steady-state trend growth rate</td>
<td>Normal 0.40 0.10</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Capital share in production</td>
<td>Normal 0.30 0.05</td>
</tr>
</tbody>
</table>
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Table 7: Prior and posterior distribution of shock processes

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Distribution</th>
<th>Prior Distribution</th>
<th>Posterior Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_a$</td>
<td>Invgam</td>
<td>0.10 2.00</td>
<td>0.42 0.42 0.38 0.47</td>
</tr>
<tr>
<td>$\sigma_b$</td>
<td>Invgam</td>
<td>0.10 2.00</td>
<td>0.11 0.11 0.07 0.15</td>
</tr>
<tr>
<td>$\sigma_g$</td>
<td>Invgam</td>
<td>0.10 2.00</td>
<td>0.46 0.46 0.41 0.50</td>
</tr>
<tr>
<td>$\sigma_I$</td>
<td>Invgam</td>
<td>0.10 2.00</td>
<td>0.39 0.40 0.30 0.49</td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>Invgam</td>
<td>0.10 2.00</td>
<td>0.23 0.23 0.20 0.25</td>
</tr>
<tr>
<td>$\sigma_p$</td>
<td>Invgam</td>
<td>0.10 2.00</td>
<td>0.14 0.14 0.11 0.16</td>
</tr>
<tr>
<td>$\sigma_w$</td>
<td>Invgam</td>
<td>0.10 2.00</td>
<td>0.30 0.30 0.26 0.34</td>
</tr>
<tr>
<td>$\rho_a$</td>
<td>Beta</td>
<td>0.50 0.20</td>
<td>0.96 0.96 0.92 0.99</td>
</tr>
<tr>
<td>$\rho_b$</td>
<td>Beta</td>
<td>0.50 0.20</td>
<td>0.82 0.79 0.64 0.92</td>
</tr>
<tr>
<td>$\rho_g$</td>
<td>Beta</td>
<td>0.50 0.20</td>
<td>0.98 0.97 0.95 0.99</td>
</tr>
<tr>
<td>$\rho_I$</td>
<td>Beta</td>
<td>0.50 0.20</td>
<td>0.75 0.74 0.58 0.88</td>
</tr>
<tr>
<td>$\rho_r$</td>
<td>Beta</td>
<td>0.50 0.20</td>
<td>0.14 0.14 0.04 0.24</td>
</tr>
<tr>
<td>$\rho_p$</td>
<td>Beta</td>
<td>0.50 0.20</td>
<td>0.83 0.82 0.69 0.96</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>Beta</td>
<td>0.50 0.20</td>
<td>0.97 0.96 0.93 0.99</td>
</tr>
<tr>
<td>$\mu_p$</td>
<td>Beta</td>
<td>0.50 0.20</td>
<td>0.72 0.71 0.52 0.89</td>
</tr>
<tr>
<td>$\mu_w$</td>
<td>Beta</td>
<td>0.50 0.20</td>
<td>0.93 0.92 0.87 0.97</td>
</tr>
<tr>
<td>$\rho_{gy}$</td>
<td>Beta</td>
<td>0.50 0.20</td>
<td>0.48 0.48 0.33 0.62</td>
</tr>
</tbody>
</table>