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Abstract
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1 Introduction

Standard present value models have a difficult time explaining several features of observed asset prices. Prices seem to be excessively volatile, excess returns seem to be predictable, and the model’s cross-equation restrictions are typically rejected. As a result, linear present value models have all but disappeared from serious academic research on asset pricing.\(^1\) Attention has shifted to models with time-varying risk premia and other formulations that jettison the assumptions of a linear, constant discount rate model. Unfortunately, these models offer little improvement empirically.\(^2\)

Our paper returns to the linear constant discount rate setting and argues that informational heterogeneity can account for many of the model’s apparent empirical shortcomings. In particular, we make a simple change to the standard present value model: We assume speculative traders are heterogeneously informed about the observable fundamentals. Observed fundamentals consist of a sum of orthogonal components, and in addition to observing the sum, we assume each trader observes realizations of one of the underlying components. Coupled with additional noise that serves to break the no trade theorems of Milgrom and Stokey (1982) and Tirole (1982), we derive conditions under which this information structure preserves heterogeneous beliefs in a dynamic equilibrium. We think of this as a natural information structure. All traders no doubt observe current earnings or dividends, but at the same time they are likely to have heterogeneous information about their underlying determinants.

Following Futia (1981), we derive conditions under which the traders remain asymmetrically informed in equilibrium. Traders are only able to infer a weighted average of the other traders’ innovations. The weighted averages encode each trader’s forecast of other traders’ forecasts [Townsend (1983)].

The two main contributions of the paper are the following: [i] Our paper provides an explicit analytical characterization of the equilibrium (Theorem 1). This allows us to examine, in closed form, how heterogeneous beliefs alter equilibrium dynamics. A closed-form solution to a dynamic model with persistent heterogeneous beliefs is a non-trivial contribution. Much of the literature continues to follow the approximation of Townsend (1983), which assumes traders share information with a one- or two-period lag. This substantially mitigates the role of heterogeneous beliefs in dynamic models. [ii] We show how the additional dynamics of the heterogeneous beliefs equilibrium can play a crucial role in observed asset prices.\(^3\) More specifically, we show that excess volatility, predictability, and the rejection of cross-equation restrictions can all be reconciled with theory when asset price dynamics follow the persistent heterogenous-beliefs equilibrium and the econometrician incorrectly imposes homogeneous-beliefs restrictions.

\(^1\)Cochrane (2001) discusses the empirical failings of constant discount rate models. He argues that many of these apparently distinct anomalies are manifestations of the same underlying problem; namely, misspecification of the discount rate. He also points out that the same problems show up in all asset markets (e.g., stocks, bonds, foreign exchange, real estate, etc.).

\(^2\)Constantinides and Duffie (1996) achieve some success by introducing heterogeneity, in the form of nondiversifiable labor income risk.

\(^3\)We focus on stock prices but see Piazzesi and Schneider (2009) and Xiong and Yan (2010) for applications to the housing and the bond markets, respectively.
Of course, this is not the first paper to study asymmetric information in asset markets. However, our paper is the first to combine several key ingredients. First, our model features persistent heterogeneous beliefs. We follow the “noisy-rational expectations” approach of Grossman and Stiglitz (1980) and Hellwig (1980) in which heterogeneous beliefs persist due to agents receiving different signals about underlying fundamentals. Noise traders serve to obscure the information coming from endogenous variables sufficiently so that the traders remain differentially informed in equilibrium.

An alternative way to preserve asymmetric information in equilibrium is to assume agents have heterogeneous prior beliefs about an unobservable economic variable or the informativeness of a signal. Difference-of-opinion models [Harris and Raviv (1993), Morris (1996), Detemple and Murthy (1994)] assume that agents receive the same information but “agree to disagree” about some fundamental aspect of the model (e.g., model specification or parameters). Heterogeneous priors can also arise from assuming agents have different prior knowledge about the informativeness of a signal [Scheinkman and Xiong (2003), Lam, Cecchetti, and Mark (2000), Dumas, Kurshev, and Uppal (2009), Xiong and Yan (2010)]. Acemoglu, Chernozhukov, and Yildiz (2008) show that when agents disagree about the informativeness of a signal of a random variable, then even an infinite sequence of signals will not lead to a convergence of beliefs. Heterogeneous prior models typically allow for closed-form solutions but this tractability comes at the cost of assuming agents do not learn from other agents’ actions through the price channel. Since a primary focus of this paper will be on understanding how these higher-order beliefs could lead to violations of variance bounds and predictability of asset prices, we do not want to abstract from this particular mechanism.

Second, our model is dynamic and stationary. Following Grossman and Stiglitz (1980), most work using the noisy-rational expectations approach is confined to static, or nonstationary finite-horizon models. Although this is a useful abstraction for some theoretical questions, it is obviously problematic for empirical applications. There has been some work devoted to dynamic extensions of the Grossman-Stiglitz framework [see, e.g., Wang (1994), He and Wang (1995), Foster and Viswanathan (1996), Albagli, Hellwig, and Tsyvinski (2011)]. Much of this literature uses clever modeling assumptions (e.g., hierarchical information structures, truncation solution strategies) to avoid the forecasting the forecasts of others problem first highlighted by Townsend (1983). We analytically derive the component of the asset price that is due to heterogeneous beliefs and link it directly to the empirical anomalies found in the asset pricing literature.

Third, our approach features signal extraction from endogenous prices. This distinguishes our paper from the work on global games with imperfect common knowledge and heterogeneous prior models [Harris and Raviv (1993), Morris and Shin (2003), Lam, Cecchetti, and Mark (2000), Dumas, Kurshev, and Uppal (2009), Xiong and Yan (2010)]. Although the global games literature has made important contributions to our understanding of higher-order beliefs, it is not directly applicable to asset pricing. As Atkeson (2000) notes, prices play an important role in aggregating information.

---

4See Brunnermeier (2001) for a review.
5Interestingly Banerjee, Kaniel, and Kremer (2009) argue that price drift in a heterogeneous prior model cannot be accomplished without higher-order difference of opinion.
and it remains to be seen how robust the work on global games is to the inclusion of asset markets.\(^6\)

Similar in spirit to our paper, heterogeneous prior models have been successful at replicating excess volatility and other asset pricing anomalies, through the use of heterogeneous beliefs and sentiment shocks. But this approach does not allow signal extraction from prices. Rather than learning about other agents’ actions in equilibrium, agents either agree to disagree or do not condition on endogenous variables. Here, agents extract information from prices, which we view as an important extension of the literature.

Finally, our approach delivers an analytical solution, with explicit closed-form expressions for the role of higher-order beliefs. Although this may seem like a minor contribution given the power of computation, analytical solutions are extremely useful in models featuring a potential infinite regress of higher-order beliefs. Numerical methods in this setting are fraught with dangers. In particular, they require prior knowledge of the relevant state. As first noted by Townsend (1983), it is not at all clear what the state is when agents forecast the forecasts of others. Townsend argued that the logic of infinite regress produces an infinite-dimensional state. Townsend short-circuited the infinite regress and obtained a tractable numerical solution by assuming that information becomes common knowledge after a (small) number of periods. This truncation strategy has been refined by a number of subsequent researchers [see, e.g., Singleton (1987), Bacchetta and van Wincoop 2006; 2008, and Nimark (2011)]. However, recent work by Pearlman and Sargent (2005) and Walker (2007) demonstrates that numerical approaches can be misleading.

Our approach adapts and extends the frequency domain methods of Futia (1981). These methods exploit the power of the Riesz-Fischer Theorem, which allows us to transform a difficult time-domain/sequence-space signal extraction problem into a much easier function space problem.\(^7\) Rather than guess a state vector and then solve a Kalman filter’s Riccati equation, a frequency domain approach leads to the construction of so-called Blaschke factors. Finding these Blaschke factors is the key to solving an agent’s signal extraction problem. Our model’s solution takes the form of a nonfundamental (i.e., noninvertible) moving-average representation, mapping the underlying shocks to agents’ information sets to observed prices and fundamentals. Blaschke factors convert this to a Wold representation, which delivers the endogenous information set of the agents. The (statistical) innovations of the Wold representation turn out to be complicated moving averages of the entire histories of the underlying (economic) shocks. These moving averages encode the model’s higher-order belief dynamics. By solving the model in the frequency domain, we are able to isolate the component of the equilibrium due to higher-order beliefs and derive conditions under which heterogeneous beliefs are preserved in equilibrium.\(^8\)

\(^6\)Two notable exceptions are Angeletos and Werning (2006) and Hellwig, Mukherji, and Tsyvinski (2006), who incorporate signal extraction from prices into the Morris-Shin framework. These models differ from our setup in that agents must choose “actions” in a coordination game. Their models focus primarily on the issue of equilibrium uniqueness and are essentially static.

\(^7\)Kasa (2000) uses frequency domain methods to solve the model of Townsend (1983). He shows, along with Pearlman and Sargent (2005), that the equilibrium of Townsend is fully revealing and therefore there is no need to forecast the forecasts of other agents. Here we derive conditions that guarantee non-revealing equilibria and isolate the higher-order belief components. Appendix B provides a review of the Riesz-Fischer Theorem.

\(^8\)Makarov and Rytchkov (2012), Bernhardt, Seiler, and Taub (2010) and Rondina and Walker (2012) also use
A key contribution of our paper is that this equilibrium representation can be taken to the data in a direct, quantitative way. This allows us to revisit past empirical failures of linear present value models. In particular, we ask the following question: Suppose asset markets feature heterogeneous beliefs, but an econometrician mistakenly assumes agents have homogeneous beliefs, what will he conclude?

One might think, based on the conditioning down arguments of Hansen and Sargent (1991) and Campbell and Shiller (1987), that this would not create problems. Interestingly, this is not the case because conditioning down does not work here. The arguments of Hansen-Sargent and Campbell-Shiller apply to settings where agents and econometricians have different information sets. They do not apply in general to settings where there is informational heterogeneity among the agents themselves. This is because the law of iterated expectations does not apply to the average beliefs operator [Allen, Morris, and Shin (2006), Morris and Shin (2003)].

Using updated data from Shiller (1989) on the U.S. stock market, we show that many of the empirical shortcomings documented by Shiller can be accounted for by higher-order belief dynamics, as opposed to fads or ‘market psychology’. We show that present value models with heterogeneous beliefs generate predictable excess returns, produce violations of variance bound inequalities, and rejections of cross-equation restrictions. In fact, we argue that rational heterogeneous belief dynamics could well be mistaken for fads or irrational expectations.

Hence, our paper sounds a note of caution when interpreting previous rejections of present value models. Perhaps it is not the constant discount rate that is the problem, but rather the (implicit) assumption of homogeneous beliefs, or equivalently, a fully revealing equilibrium.

2 The Model

Consider the following linear present value model

$$p_t = \beta \int_0^1 \mathbb{E}^i_t p_{t+1} di + f_t - u_t$$ (2.1)

where time is discreet and indexed by $t = 0, 1, 2, ...$; there is a continuum of investors on the unit interval indexed by $i$, $p_t$ represents the price of an asset (e.g., an equity price or an exchange rate), $f_t$ represents a commonly observed fundamental (e.g., dividends), and $u_t$ represents the influence of unobserved fundamentals (e.g., noise or liquidity traders). The parameter, $\beta < 1$, is a constant discount factor. The model is a stylized noisy rational expectations model that is standard in the asset pricing literature. It is a special case of Lucas (1978) (with risk-neutral investors and assuming shares are traded cum-dividend) and has the following micro-foundations.

frequency domain techniques to solve dynamic models with heterogeneously informed agents. Makarov and Rytchkov (2012) argue that a finite-state equilibrium does not exist. However, their fundamentals specification does not satisfy our existence condition, which could explain the nonexistence. Bernhardt, Seiler, and Taub (2010) examine an asset pricing model with strategic use of information when traders are influential. This additional complication calls for a numerical solution procedure. Rondina and Walker (2012) extend Futia (1981) to the case of dispersed information.
2.1 Micro-foundations There is a risky asset (stock) and riskless asset (bond) that is traded at each date. The riskless asset is in perfectly elastic supply with rate of return $1 + r$. The stock pays a dividend with value $f_t$. Shares of the stock are infinitely divisible and traded competitively. Following a standard assumption in the literature, we assume that the number of shares available to the market is random, $u_t$. This assumption follows the usual noise trading story in which a random fraction of the traders are liquidity traders with inelastic demand of $1 - u_t$ shares of stock at $t$, leaving $u_t$ shares to be traded (normalizing the total shares to one). Since ultimately we are going to focus on nonrevealing, heterogeneous beliefs equilibria, it is important that some noise be present to sustain trade [Milgrom and Stokey (1982), Tirole (1982)].9 These noise traders only purpose is to break the no-trade theorem. We assume that the stochastic processes $u_t$ and $f_t$ are all stationary and Gaussian.

We assume all traders are price takers in that they are not large enough to influence the price. Investors submit demand schedules according to the linear trading rule

$$X^i_t = E[Q_{t+1}|\Omega^i_t], \quad Q_{t+1} = (1 + r)f_t + p_{t+1} - (1 + r)p_t$$

where $\Omega^i_t$ is the information set of trader $i$ at $t$, $p_t$ is the price of the stock, and $Q_{t+1}$ is the excess return of the stock. The linear trading rule can be derived by assuming trader $i$ chooses the amount of stock to purchase in accordance with a constant, absolute risk aversion (CARA) preference structure over wealth, which dates back at least to Grossman and Stiglitz (1980). At time $t$, the budget constraint of investor $i$ is given by

$$w_{i,t+1} = z_{i,t}(p_{t+1} + (1 + r)f_t) + (w_{i,t} - z_{i,t}p_t)(1 + r)$$

where $w_{i,t}$ denotes the wealth of agent $i$ at $t$ and $z_{i,t}$ is the number of units of the risky asset held by agent $i$ at $t$. The investor will choose $z_{i,t}$ so as to maximize a constant absolute risk aversion utility function

$$-\mathbb{E}_t^i \exp(-\gamma w_{i,t+1}),$$

where $\gamma$ is the risk aversion parameter, and $\mathbb{E}_t^i$ denotes the time $t$ conditional expectation of agent $i$. All random variables in the model are assumed to be distributed normally, so that (2.3) can be calculated from the (conditional) moment generating function for the normal random variable $-\gamma w_{i,t+1}$. That is,

$$-\mathbb{E}_t^i \exp(-\gamma w_{i,t+1}) = - \exp\{-\gamma \mathbb{E}_t^i(w_{i,t+1}) + (1/2)\gamma^2 v_t(w_{i,t+1})\}$$

where $v_t$ denotes conditional variance. Note that $v_t(w_{t+1}) = z_{i,t}^2 v_t(p_{t+1})$. Stationarity implies the conditional variance term will be a constant; thus write $v_t(w_{i,t+1}) = z_{i,t}^2 \delta$. The agent’s demand

---

9 Although noisy rational expectations models have a long history in finance and macroeconomics, prior applications assume homogeneous beliefs.
function for the risky asset follows from the first-order necessary conditions for maximization and is given by

\[ z_{i,t} = \frac{1}{\gamma \delta} \left[ \mathbb{E}_t p_{t+1} - \beta^{-1} (p_t - f_t) \right] \quad (2.4) \]

where \( \beta^{-1} \equiv 1 + r > 1 \). The difference between the trading rule (2.2) and (2.4) is that we have assumed the coefficient of risk aversion and the conditional variance term are normalized to unity. While this limits the role of risk aversion, it preserves linearity which allows us to focus on the linear discounted present value model, and permits closed-form solutions. Setting demand equal to the stochastic supply delivers (2.1).

### 2.2 Information Structure

The major departure from the standard noisy rational expectations asset pricing model is that we show that agents have persistent heterogeneous beliefs about underlying market fundamentals. What gives rise to these heterogeneous beliefs? One possibility is heterogeneous priors [Harrison and Kreps (1978)]. Besides posing awkward questions about the source of this heterogeneity, another problem with this approach is that it generates nonstationary equilibria, in which belief heterogeneity dissipates over time [Morris (1996)]. In response, we instead suppose that belief heterogeneity arises from an exogenous ongoing filtering process of heterogeneous information. The idea is that each period investors acquire information about some aspect of the risky asset’s underlying observed fundamentals. We then derive conditions under which this belief heterogeneity is preserved in equilibrium.

Observed fundamentals are driven by the exogenous process:

\[ f_t = a_1(L) \varepsilon_{1t} + a_2(L) \varepsilon_{2t} \quad (2.5) \]

where \( a_1(L) \) and \( a_2(L) \) are square-summable polynomials in the lag operator \( L \). The innovations, \( \varepsilon_{1t} \) and \( \varepsilon_{2t} \), are zero mean, unit variance Gaussian random variables, and are assumed to be uncorrelated both contemporaneously and across time.

We assume two trader types—Type 1 and Type 2. Each period both traders observe \( p_t \) and \( f_t \). However, in addition, Type 1 traders observe the realizations of \( \varepsilon_{1t} \), while Type 2 traders observe the realizations of \( \varepsilon_{2t} \).\(^{10}\) Both the model and the information structure are common knowledge. The time-\( t \) information set of Type \( i \) is then

\[ \Omega_t^i = \mathbb{V}_t(\varepsilon_i) \lor \mathbb{V}_t(f) \lor \mathbb{V}_t(p) \quad (2.6) \]

where the operator \( \mathbb{V}_t(x) \) denotes the Hilbert space generated by the random sequence \( \{x_{t-j}\}_{j=0}^{\infty} \) and \( \lor \) denotes the span (i.e., the smallest closed subspace which contains the subspaces) of the \( \mathbb{V}_t(\varepsilon_i), \mathbb{V}_t(f), \) and \( \mathbb{V}_t(p) \) spaces. If the exogenous and endogenous information are disjoint, then the

\(^{10}\)Rondina and Walker (2012) show that the aggregate equilibrium dynamics generated by this information structure is analogous to one in which there are a continuum of traders who each receive a private, noisy signal on an underlying fundamental.
linear span becomes a direct sum. We use similar notation as Futia (1981) in that \( V_t(x) = V_t(y) \) means the space spanned by \( \{x_{t-j}\}_{j=0}^{\infty} \) is equivalent, in mean square, to the space spanned by \( \{y_{t-j}\}_{j=0}^{\infty} \).

A potential issue in models with heterogeneous beliefs is the long-run survival of both trader types. Survival is an important issue when the trader types differ in terms of information, over-confidence, risk-aversion, expectation formation, etc. [De Long, Shleifer, Summers, and Waldmann (1991).] However in our setup, agents are symmetrically uninformed. Type 1 agents observe \( \varepsilon_{1t} \), while Type 2 agents observe \( \varepsilon_{2t} \). Given that the shocks are both Gaussian with the same mean and unit variance, neither trader type has an informational advantage over the other one. Moreover, in the empirical analysis below we assume that the trader types are in equal proportion and \( \tilde{a}_1(L) = \tilde{a}_2(L) \).

Specification of the information structure also requires assumptions about the noise process, \( u_t \). Although neither trader observes \( u_t \) directly, both its existence and its law of motion are common knowledge.\(^{11}\) We assume an i.i.d. structure for the noise with \( u_t = a_3v_t \) where \( v_t \) is a zero mean, Gaussian random variable that is uncorrelated with both \( \varepsilon_{1t} \) and \( \varepsilon_{2t} \).

### 2.3 The Signal Extraction Problem

Given the equilibrium pricing equation (2.1), agents form expectations about next period’s price conditional on (2.6), \( E^i[p_{t+1}|\Omega_t^i] \). It is important to keep in mind that both traders behave in a competitive, price-taking manner. By assumption, their only task each period is to forecast next period’s price. We assume they do this in a statistically optimal way, given their information. In contrast to the global games literature, there is no explicit effort here to infer other agents’ forecasts. In our Walrasian environment, there is no need to do so, since nothing you do can influence the expectations of others. However, since traders use the endogenously determined history of prices as a basis for their own individual forecasts, and these prices depend on other agents’ forecasts, there is a sense in which each trader’s optimal forecast does embody a forecast of other traders’ forecasts; but these forecasts are simply a by-product of each agent’s own atomistic efforts to forecast prices.

A key aspect of the environment is that it is both stationary and linear. As a result, we can employ the tools of Wiener-Kolmogorov prediction theory to solve each trader’s forecasting problem. The first step in doing this is to derive the mapping between what the trader observes \( (p_t, f_t, \varepsilon_{1,t}) \) and the underlying structural shocks. The symmetry between the agents, along with the orthogonality between \( \varepsilon_{1t} \) and \( \varepsilon_{2t} \), implies that we can focus on the problem of a single trader, say Type 1. Given the solution to Type 1’s problem, we can infer the solution to Type 2’s via symmetry.

For Type 1 traders, the mapping between observables and the underlying shocks takes the

---

\(^{11}\)Engel and West (2005) argue that noise, or unobserved fundamentals, appear to be necessary to reconcile present value models with observed exchange rates. Hamilton and Whiteman (1985) argue that the mere possibility of unobserved fundamentals vitiates standard bubbles tests. Our results suggest that it is the interaction between unobserved fundamentals and heterogeneous information about observed fundamentals that is critical to the success of present value models.
following form,

\[
\begin{bmatrix}
\varepsilon_{1t} \\
\varepsilon_{2t} \\
\varepsilon_{3t}
\end{bmatrix}
= 
\begin{bmatrix}
1 & 0 & 0 \\
L a_1(L) & L a_2(L) & 0 \\
\pi_1(L) & \pi_2(L) & \pi_3(L)
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{1t} \\
\varepsilon_{2t} \\
\varepsilon_{3t}
\end{bmatrix}
\]

\[x_{1t} = M_1(L)\epsilon_{1t}\]  

(2.7)

where the \(\pi_i(L)\) polynomials are equilibrium pricing functions. Each trader knows these functions when forecasting next period’s price. Of course, these pricing functions depend on the forecasts via the equilibrium condition (2.1), which yields a fixed point problem.

Traditionally, this fixed point problem is resolved in one of two ways. First, one may pursue a ‘guess and verify’ strategy. That is, posit functional forms for the \(\pi_i(L)\) functions, use them to solve the agents’ prediction problems, plug the predictions into the equilibrium condition, and then match coefficients. This approach works well when the relevant state is clear (and low dimensional). Unfortunately, in dynamic settings with potentially heterogeneous beliefs, it is not at all clear what the state is, or equivalently, what forms the \(\pi_i(L)\) functions should take. What we are really searching for is an unknown function which, absent prior information, lies in an infinite dimensional space. Kasa (2000) shows that this infinite dimensional fixed point problem can be solved using frequency domain methods, and that will be the approach we pursue here.\(^{12}\)

Before doing that, however, it might be worth considering the second strategy that is commonly employed when solving this kind of fixed point problem. Rather than guessing an unknown pricing function, and using it to forecast next period’s price, an alternative strategy is to iterate equation (2.1) forward. With homogeneous beliefs, this strategy is quite powerful as it produces an expression for the current price as a single conditional expectation of the discounted sum of future fundamentals, which can then be solved, for example, using the Hansen-Sargent prediction formula. No guessing and verifying is required. What makes this work is the law of iterated expectations. Unfortunately, as noted earlier, the law of iterated expectations does not apply when there are heterogeneous expectations. Still, one could in principle approach the problem via iteration. To do this, define the average expectation operator as \(\overline{E}_t f_{t+1} = \int_0^1 E[f_{t+1} | \Omega_t^i] d\bar{i}\) and then analogously define \(\overline{E}_t f_{t+k+1} = \overline{E}_t \overline{E}_{t+1} \cdots \overline{E}_{t+k} f_{t+k+1}\) as the \(k\)-fold iteration of these averaged expectations. Using this notation we can then write the equilibrium condition in (2.1) as

\[p_t = f_t - u_t + \beta \sum_{k=0}^\infty \beta^k \overline{E}_t \beta^k (f_{t+k+1} - u_{t+k+1})\]  

(2.8)

The problem here is that \(\overline{E}_t\) depends on the information conveyed by \(p_t\), but \(p_t\) in turn depends on the entire infinite sequence of \(\overline{E}_t\). Hence, we are back to an infinite-dimensional fixed point

\(^{12}\)One of the key differences between the results derived here and those of Kasa (2000) is that we provide conditions that guarantee agents remain asymmetrically informed in equilibrium, implying that they will ‘forecast the forecasts of others’. As shown by Kasa (2000) and Pearlman and Sargent (2005), that is not true in the setup of Townsend (1983) that is studied by Kasa (2000). Thus we are able to isolate the affects of heterogeneous beliefs on asset prices.
problem. Existing approaches either approximate the solution of this infinite dimensional problem [e.g., Nimark (2011), Bernhardt, Seiler, and Taub (2010)] or effectively truncate it by supposing that all relevant information becomes common knowledge after a certain lag [e.g., Townsend (1983), Singleton (1987), Bacchetta and van Wincoop 2006; 2008].

A frequency domain approach is useful here for two reasons. First, as noted above, we have to solve an infinite dimensional fixed point problem. Without prior knowledge of the functional forms of the equilibrium prices, we must be prepared to match an infinite number of unknown coefficients. By transforming the problem to the frequency domain we can convert this to the problem of finding a single analytic function, which, via the Riesz-Fischer Theorem, is equivalent to the unknown coefficient sequence.\textsuperscript{13} Second, and related to this, the underlying source of our infinite dimensional fixed point problem is that we are attempting to calculate an informational fixed point. In particular, we must somehow guarantee that traders are unable to infer the private information of other traders via the infinite history of observed market data. This is a difficult problem to even formulate in the time domain. In contrast, handling this problem in the frequency domain is straightforward, as the information revealing properties of analytic functions are completely characterized by the locations of their zeros. Zeros inside the unit circle correspond to noninvertible moving average representations and unobservable shocks.\textsuperscript{14}

In order to preserve heterogeneous beliefs, we must ensure that the variables observed by each trader \((p_t, f_t, \epsilon_i^t)\) do not fully reveal the underlying shocks driving the system in (2.7). The following lemma will be useful in establishing conditions that preserve heterogeneous beliefs in equilibrium.

**Lemma 1:** If \(M_1(L)\) has a one-sided inverse in non-negative powers of \(L\), then the Hilbert space generated by \(x_{1t}\) is equivalent (in mean-square error) to the Hilbert space generated by \(\epsilon_{1t}\). If \(M_1(L)\) is not invertible in non-negative powers of \(L\), then the Hilbert space generated by \(x_{1t}\) is a strictly smaller space than that generated by \(\epsilon_{1t}\).

**Proof.** See Corollary 2 on page 101 of Hoffman (1962).\hfill\Box

The lemma states that if \(M_1(L)\) is invertible in non-negative powers of \(L\) (which correspond to current and past values of \(p, f, \epsilon\)), then asymmetric information cannot be preserved in equilibrium because the observed history of \(x_t\) would reveal \(\epsilon_{2t}\) to Type 1 traders. Therefore, they would be able to infer the private information of Type 2 traders. The invertibility condition can be easily checked by calculating the zeros of the determinant of the \(M_1(L)\) matrix. If \(\det M_1(L)\) has all its zeros outside the unit circle, then \(M_1(L)\) possesses a one-sided inverse in positive powers of \(L\). If \(\det M_1(L)\) contains at least one zero inside the unit circle, then \(x_t\) spans a smaller space than \(\epsilon_{1t}\) and Trader 1 would not be able to recover the private information of Trader 2.

Letting \(M_1(z)\) denote the \(z\)-transform of \(M_1(L)\), one can readily verify from (2.7) that

\[
\det M_1(z) = a_2(z)\pi_3(z)
\]

\textsuperscript{13}The Appendix provides a brief discussion of this theorem and its implications. See Whiteman (1983) for a more detailed discussion.

\textsuperscript{14}This point has been emphasized in particular in the work of Bart Taub. See, e.g., Taub (1990).
Analogously, for Type 2 traders we have $\det M_2(z) = a_1(z)\pi_3(z)$. Hence, a sufficient condition for neither trader to be able to infer the other trader’s private information is if the exogenous process $a_i(L)\varepsilon_{it}$ has a zero inside the unit circle.\(^{15}\) For simplicity, we assume that the zeros coincide.

**Assumption 1**: The analytic functions $a_1(z)$ and $a_2(z)$ have a single, identical zero inside the unit circle.

Assumption 1 allows us to write $a_i(z)$ as $(\lambda - z)\tilde{a}_i(z)$ where $|\lambda| < 1$ represents the common noninvertible root of the fundamentals process and $\tilde{a}_i(z)$ are analytic functions with all roots outside the unit circle.

Forming the conditional expectations for (2.1) requires the invertible representation of (2.7) (i.e., the Wold representation). The Wold representation delivers the unique mapping between the observables and the underlying shocks.\(^{16}\) Standard root flipping procedures [see Rozanov (1967) and Hansen and Sargent (1991)] can be applied to (2.7) to yield the Wold representation. Once this mapping is established, optimal prediction formulas of Wiener and Kolmogorov can be applied to obtain the optimal forecast of next period’s price, $E_{it}p_{t+1}$.

The Wold representation is derived by flipping the roots outside the unit circle via the Blaschke factor, $B_\lambda(L) = (1 - \lambda L)/(\lambda - L)$ [see Rozanov (1967) and Hansen and Sargent (1991)]. For Type 1 traders this procedure amounts to

$$x_{1t} = M_1(L)W B(L) \underbrace{B(L)^{-1}W^{-1}\varepsilon_{1t}}_{\varepsilon_{1t}^*}$$

where

$$W = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -y/\sqrt{1+y^2} & 1/\sqrt{1+y^2} \\ 0 & 1/\sqrt{1+y^2} & y/\sqrt{1+y^2} \end{bmatrix} \quad B(L) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & B_\lambda(L) & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

where $y = \pi_3(\lambda)/\pi_2(\lambda)$. Note that $\det M_1^\dagger(L) = (1 - \lambda L)\tilde{a}_2(L)\pi_3(L)$. Hence, we have effectively ‘flipped’ the root inside the unit circle, $\lambda$, to $\lambda^{-1}$, which is outside the unit circle. The key point here is that Type 1 traders are unable to use the observed history of $x_{1t}$ to infer realizations of Type 2 traders’ private information, $\varepsilon_{2t}$. The best they can do is estimate the moving average defined by $\varepsilon_{1t}^*$. Although it may appear as if $\varepsilon_{1t}^*$ is autocorrelated, it is in fact an i.i.d. innovation sequence due to the fact that Blaschke factors have unit modulus (i.e., the variance-covariance generating function for the Blaschke factor is $B_\lambda(z)B_\lambda(z)^{-1} = 1$).

With the Wold representation in hand, Type 1’s optimal forecast of $x_{1,t+1}$ is a straightforward

\(^{15}\)Subsequent analysis assumes that in equilibrium the $\pi_3(z)$ function does not contain zeros inside the unit circle. We verify this numerically and provide a general proof when $a_2$ is small in Appendix A.

\(^{16}\)The uniqueness is in terms of spanning conditions. While moving average representations are not unique, Wold representations deliver the unique space spanned by the observables.
application of the Wiener-Kolmogorov prediction formula

$$\mathbb{E}_t^1 x_{1,t+1} = \left[ \frac{M_1^*(L)}{L} \right]_{\pi^*_t} + \varepsilon_{1t}^* = L^{-1}[M_1^*(L) - M_1(0)^*] \varepsilon_{1t}^*$$  (2.10)

A completely symmetrical expression characterizes Type 2’s forecast, with the crucial difference that the unobservable shock is now $\varepsilon_{1t}$.

2.4 Equilibrium Assuming type 1 agents are in proportion $\kappa \in (0, 1)$, the model is given by

$$p_t = \kappa \beta \mathbb{E}_t^1 p_{t+1} + (1 - \kappa) \beta \mathbb{E}_t^2 p_{t+1} + f_t - \beta u_t$$  (2.11)

The equilibrium is found by substituting the expectations (2.10) into (2.11) and deriving the equilibrium pricing functions $\pi_i(z)$ for $i = 1, 2, 3$ in the space of $z$-transforms, following Futia (1981) and Whiteman (1983). The following theorem characterizes the equilibrium.

**Theorem 1:** There exists a rational expectations equilibrium to (2.11) where expectations are given by (2.10) and $a(z)$ satisfies Assumption 1. The equilibrium pricing functions are given by

$$\begin{align*}
\pi_1(L)\varepsilon_{1t} & = \left[ \frac{L(\lambda - L)\tilde{a}_1(L)}{L - \beta} - \frac{\beta(\lambda - \beta)\tilde{a}_1(\beta)}{L - \beta} + \frac{\chi_1 \beta(1 - \kappa)(1 - \lambda^2)}{\lambda(1 - \lambda \beta)(1 - \lambda L)} \right] \varepsilon_{1t} \quad (2.12) \\
\pi_2(L)\varepsilon_{2t} & = \left[ \frac{L(\lambda - L)\tilde{a}_2(L)}{L - \beta} - \frac{\beta(\lambda - \beta)\tilde{a}_2(\beta)}{L - \beta} + \frac{\chi_2 \beta \kappa(1 - \lambda^2)}{\lambda(1 - \lambda \beta)(1 - \lambda L)} \right] \varepsilon_{2t} \quad (2.13) \\
\pi_3(L)v_t & = \left[ a_3 - \frac{\beta(1 - \lambda^2)(\kappa \chi_2 + (1 - \kappa) \chi_1)}{\lambda(1 - \lambda \beta)(1 - \lambda L)} \right] v_t \quad (2.14)
\end{align*}$$

where $\chi_i = (y_i(\pi_i(0) - \pi_3(0)))/(1 + y_i^2)$ and $y_1 = \pi_3(\lambda)/\pi_2(\lambda)$, $y_2 = \pi_3(\lambda)/\pi_1(\lambda)$.

**Proof.** See Appendix A.

Theorem 1 establishes the existence of a rational expectations equilibrium. If we further impose that the traders are in equal proportion ($\kappa = 0.5$), equivalence between $\tilde{a}_1(L)$ and $\tilde{a}_2(L)$, and if $\pi_3(z)$ contains no zeros inside the unit circle, we can establish uniqueness of the equilibrium.

**Corollary 1:** For $\kappa = 0.5$, $\tilde{a}_1(L) = \tilde{a}_2(L)$ and if $\pi_3(z)$ contains no zeros inside the unit circle, there exists a unique rational expectations equilibrium to (2.11) where expectations are given by (2.10) and $a(z)$ satisfies Assumption 1.

**Proof.** See Appendix A.

In the empirical analysis that follows, we make these assumptions and check that $\pi_3(z)$ contains no zeros inside the unit circle in order to ensure that the equilibrium price is unique (see Appendix A). There are other benefits to setting $\kappa = 0.5$ and $\tilde{a}_1(L) = \tilde{a}_2(L)$. These assumptions simplify the algebra associated with the econometrician’s Wold representation. These assumptions also
eliminate issues with survivorship of both agent types. Given that the agents are symmetrically
uninformed, an equal proportion assumption implies both agent types will survive in equilibrium.

To interpret the heterogeneous beliefs equilibrium, it is useful to consider the benchmark cases
associated with homogeneous beliefs. There are two such cases to consider: [i.] each trader observes
both $\varepsilon_{1t}$ and $\varepsilon_{2t}$; and [ii.] neither trader observes $\varepsilon_{1t}$ and $\varepsilon_{2t}$. Both cases can be characterized using
the standard Hansen-Sargent optimal prediction formula.

**Corollary 2:** If both trader types observe $\varepsilon_{1t}$ and $\varepsilon_{2t}$ directly ($\Omega_t = \mathbb{V}_t(\varepsilon_1) \vee \mathbb{V}_t(\varepsilon_2) \vee \mathbb{V}_t(f) \vee \mathbb{V}_t(p)$), the equilibrium pricing functions are given by

$$
\pi_1^{\varepsilon}(L)e_{it} = \left[ \frac{L(\lambda - L)\tilde{a}_i(L) - \beta(\lambda - \beta)\tilde{a}_i(\beta)}{L - \beta} \right] \varepsilon_{it} \tag{2.15}
$$

If neither trader type observes $\varepsilon_{1t}$ and $\varepsilon_{2t}$ ($\Omega_t = \mathbb{V}_t(f) \vee \mathbb{V}_t(p)$), the equilibrium pricing functions are given by

$$
\pi_i^{\varepsilon}(L)e_{it} = \left[ \frac{L(1 - \lambda L)\tilde{a}_i(L) - \beta(1 - \lambda \beta)\tilde{a}_i(\beta)}{L - \beta} \right] e_{it} \tag{2.16}
$$

$$
= \left[ \frac{L(\lambda - L)\tilde{a}_i(L)}{L - \beta} - \beta(\lambda - \beta)\tilde{a}_i(\beta) - \frac{\tilde{a}_i(\beta)(1 - \lambda^2)}{1 - \lambda L} \right] \varepsilon_{it} \tag{2.17}
$$

where $i = 1, 2$ and $e_{it} = (\lambda - L)/(1 - \lambda L)e_{it}$.

*Proof.* See Appendix A. \qed

Equations (2.15) and (2.16) are the limiting value of (2.12) as $\kappa \to 1$ and $\kappa \to 0$, respectively. Thus, the first two terms on the RHS of (2.12) and (2.13) represent the complete information rational expectations equilibrium. From (2.17), the third term on the RHS of (2.12) and (2.13) encodes the uncertainty faced by the trader type that does not observe the underlying shock. For example, Trader Type 2, in proportion $1 - \kappa$, does not observe the $\varepsilon_{1t}$ shock directly. As shown in the previous section, the best the agent can do is estimate the moving average associated with (2.9) defined by $\epsilon_{1t}^\ast$. Note that the construction of the $\epsilon_{1t}^\ast$ relates the true shocks $\varepsilon_{it}$ to the innovations in the traders’ information set via a Blaschke factor $B_{\lambda}(L) = (\lambda - L)/(1 - \lambda L)$. Comparing representation (2.16) with (2.17) shows the correspondence between the Blaschke factorized shocks $\epsilon_{it}$ and the true innovations $\varepsilon_{it}$. The third term on the RHS of (2.17) therefore captures the optimal conditioning down when $\varepsilon_{it}$ is unobserved. The uncertainty is persistent with autoregressive coefficient of $\lambda$; and as $\lambda$ approaches one from below, Assumption 1 no longer holds (i.e., the economy becomes fully reveling), and this term vanishes.

### 3 Empirical Implications

As noted in the Introduction, there are many papers that discuss theoretical aspects of heterogeneous belief dynamics in asset pricing. However, ours is the first to embed these dynamics within a
conventional, econometric, asset pricing model, which allows us to explore the quantitative significance of heterogeneous beliefs in real world asset markets.\textsuperscript{17} Obviously, if conventional homogeneous beliefs versions of these models were successful, this would not be an interesting exercise. However, in light of the well documented failures of this model, it is of interest to revisit these failures accounting for the possibility that heterogeneous belief dynamics are present. Thus we now ask what kind of inferential errors could result if the world is described by a heterogeneous-expectations equilibrium, but an outside econometrician interprets the data as if they were generated from a homogeneous-expectations perspective. We focus on three empirical “anomalies” that have been common in the asset pricing literature: (1) violations of variance bounds, (2) predictability of excess returns, and (3) rejections of cross-equation restrictions.

Although it seems likely that heterogeneous expectations are present in all asset markets, we focus our attention on the U.S. stock market, since this has been the most widely studied case. Figure 1 displays annual data on real stock prices and dividends for the period 1871-2012.

![Figure 1: Annual S&P 500 Stock Price (dashed, left axis) and Dividends (solid, right axis). Both series are demeaned, detrended using an exponential trend and deflated using the CPI. Data Source: http://www.econ.yale.edu/ shiller/data.htm.](image)

Following the original work of Shiller (1981), a common exponential trend was removed from both series. Shiller’s work unleashed a deluge of responses, many of which pointed to biases in his statistical methodology. Removing a common deterministic trend is one of them. However, we are not concerned with this subsequent literature, for a couple of reasons. First, as documented in

\textsuperscript{17}Recent work by Nimark (2012) also studies the empirical significance of heterogeneous beliefs. However, his work focuses on the term structure of interest rates, and is based on a numerical approximation of the equilibrium.
Shiller (1989), the basic message from Shiller’s original work survives these subsequent criticisms. Second, since the subsequent literature argued that Shiller’s methods tended to produce false rejections, if we can explain his results with heterogeneous beliefs, that only strengthens our argument. In other words, having to prove violations of a bound that are biased toward rejection makes our job more difficult.

3.1 Wold Representation As noted above, in this section we are taking the perspective of an outside econometrician. By ‘outside’ we mean that the econometrician is not an active participant in the market. In particular, he does not observe any of the underlying shocks driving observable fundamentals. Instead, he witnesses the realizations of prices and the fundamentals themselves. Using this information, he wants to test whether a linear present value model can explain the data he observes, under the assumption that market participants have homogeneous beliefs.

One mistake he does not make is to assume the data-generating process is linear. Thus, his starting point is to fit VARs to the data. His mistake will arise when using and interpreting these VARs. Specifically, he will misinterpret the residuals as representing innovations to the information sets of traders, when in fact they are not.

The first step is to derive the econometrician’s Wold representation, which will be used throughout this section. This representation is the best the econometrician can do given his (false) assumptions about homogeneity of beliefs and his information set. Note that deriving the econometrician’s Wold representation requires a difficult spectral factorization, since there are three underlying shocks, yet the econometrician only observes the realization of two random processes. In general, this is a messy algebraic problem. However, we can greatly simplify it by setting \( \bar{a}_1(L) = \bar{a}_2(L) \) and \( \kappa = 0.5 \). This implies \( \pi_1(L) = \pi_2(L) = \pi(L) \), which allows us to form the composite shock \( \bar{\xi}_t = \varepsilon_{1t} + \varepsilon_{2t} \). Following Corollary 1, the equilibrium exists and is unique.

**Proposition 1:** For the equilibrium given in Theorem 1, the econometrician’s Wold representation is given by

\[
\begin{bmatrix}
  f_t \\
  \pi_t
\end{bmatrix} =
\begin{bmatrix}
  (\lambda - L)\bar{a}(L) & 0 \\
  \pi(L) & \pi_3(L)
\end{bmatrix}
\tilde{\eta}
\begin{bmatrix}
  -\eta & 1 \\
  1 & 0
\end{bmatrix}
\begin{bmatrix}
  \frac{1-\lambda}{\lambda} & 0 \\
  0 & 1
\end{bmatrix}
\begin{bmatrix}
  \xi_{1,t} \\
  \xi_{2,t}
\end{bmatrix}
\tag{3.1}
\]

where

\[
\begin{bmatrix}
  \xi_{1,t} \\
  \xi_{2,t}
\end{bmatrix} = \tilde{\eta}
\begin{bmatrix}
  \frac{1-\lambda}{\lambda} & (v_t - \eta\bar{\xi}_t) \\
  \bar{\xi}_t + \eta v_t
\end{bmatrix}
\tag{3.2}
\]

and \( \pi(\cdot) \) and \( \pi_3(\cdot) \) are given by Theorem 1, \( \eta = \pi_3(\lambda)/\pi(\lambda) \) and \( \tilde{\eta} = (\sqrt{1 + \eta^2})^{-1} \).

**Proof.** The proof follows the derivation of the Wold representation for each trader type discussed in Section 2. Given that the fundamentals \( (f_t) \) share a common zero at \( L = \lambda \), the Blaschke factor \( (L - \lambda)/(1 - \lambda L) \) is used to flip the zero outside of the unit circle to \( L = \lambda^{-1} \). The flipping of this zero results in the econometrician’s Wold representation \( (3.1) \).

---

18In particular, Campbell and Shiller (1987) and West (1988) develop tests that are robust to the presence of unit roots in prices and fundamentals, and continue to find evidence of excess volatility. Our methods and conclusions apply equally to their tests.
Table 1: ARMA(1,1) Estimates with Annual Dividend Data†

<table>
<thead>
<tr>
<th></th>
<th>AR(1)</th>
<th>MA(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d_t) (1871–2011)</td>
<td>0.732</td>
<td>0.308</td>
</tr>
<tr>
<td></td>
<td>(0.068)</td>
<td>(0.098)</td>
</tr>
<tr>
<td>(d_t) (1946–2011)</td>
<td>0.872</td>
<td>0.526</td>
</tr>
<tr>
<td></td>
<td>(0.071)</td>
<td>(0.117)</td>
</tr>
</tbody>
</table>

† Notes: (1) Estimates pertain to the model, \(d_t = (1 - \lambda L)/(1 - \rho L)e_t\). (2) Data are annual dividend data of the S&P 500. The data are demeaned, detrended using an exponential trend and deflated using the CPI. Data Source: [http://www.econ.yale.edu/shiller/data.htm](http://www.econ.yale.edu/shiller/data.htm). (3) Asymptotic standard errors are in parentheses. (4) Based on the AIC criterion, the ARMA(1,1) specification was preferred to alternative lag structures (e.g., AR(1), ARMA(2,1)).

It is natural to ask what U.S. stock market data suggest about this Wold representation. Note that if the fundamentals components are purely autoregressive and \(\tilde{a}_1(L) = \tilde{a}_2(L)\), then the crucial parameter, \(\lambda\), can be identified from the estimated MA root of dividends, which play the role of observed fundamentals, \(f_t\), in this case. Table 1 displays estimates of univariate ARMA(1,1) model for dividends, which is what the model would predict if \(\tilde{a}(L) = \tilde{a}(0)/(1 - \rho L)\). The data are demeaned and detrended annual dividend data of the S&P 500. The full data sample, from 1871–2011, suggest that \(\lambda = 0.3\) and \(\rho = 0.73\) would be reasonable values. The post-war sample yields a slightly higher value for \(\rho = 0.872\) and \(\lambda = 0.526\).

3.2 Variance Bounds

Variance bounds are based on the idea that observed asset prices should be less volatile than their perfect foresight counterparts (i.e., the subsequent realization of discounted future fundamentals). Since prices represent expectations of discounted future fundamentals, they should be smoother than the realizations of discounted future fundamentals. Violations of variance bounds are a robust empirical finding, so much so that Shiller (1989) claims variance bound violations are the most damning piece of evidence against the efficient-markets hypothesis.

To develop intuition as to how our model will violate variance bounds, it is useful to work through the variance bound calculation for a homogeneous beliefs equilibrium. As discussed above, under the assumption of homogeneous beliefs, the equilibrium given by (2.11) will satisfy the standard Hansen-Sargent optimal prediction formula. Without loss of generality, we may write the equilibrium price as

\[
p_t = \left(\frac{L\Gamma(L) - \beta \Gamma(\beta)}{L - \beta}\right)\nu_t
\]

(3.3)

where fundamentals are given by \(f_t = \Gamma(L)\nu_t\) with \(\Gamma(L)\) satisfying square summability, and \(\nu_t\) represents the innovation to the agents’ information set. Note that with \(\Gamma(L)\) and \(\nu_t\) appropriately defined, (3.3) is a generalization of both the complete information, homogeneous beliefs equilibrium
\( (\kappa \to 1) \) given by (2.15) and the incomplete information, homogeneous beliefs equilibrium \((\kappa \to 0)\) given by (2.16) of Corollary 2.

We may decompose the equilibrium price into two components, the perfect-foresight price \( p_t^{PF} \) and a remainder term \( p_t^R \):

\[
p_t^{PF} = \left[ L \Gamma(L)/(L - \beta) \right] \nu_t = \sum_{j=0}^{\infty} \beta^j f_{t+j}
\]

\[
p_t^R = [\beta \Gamma(\beta)/(L - \beta)] \nu_t
\]

(3.4)

(3.5)

The equilibrium price will not be “excessively” volatile relative to the fundamentals if the variance of the perfect-foresight price exceeds that of the price. That is, if \( \text{var}(p_t) = \text{var}(p_t^{PF}) + \text{var}(p_t^R) - 2\text{cov}(p_t^{PF}, p_t^R) < \text{var}(p_t^{PF}) \), which holds when \( \text{var}(p_t^R) - 2\text{cov}(p_t^{PF}, p_t^R) \) is negative. Using the residue calculus, any square-summable process \( \Gamma(L) \) has the following correlation:

\[
\text{cov}(p_t^{PF}, p_t^R) = \frac{\beta \Gamma(\beta)}{2\pi i} \oint \frac{z \Gamma(z)}{(z - \beta)(z^{-1} - \beta)} \frac{dz}{z} = \frac{\beta \Gamma(\beta)}{2\pi i} \oint \frac{z \Gamma(z)}{(z - \beta)(1 - \beta z)} \frac{dz}{z}
\]

\[
= \frac{\beta^2 \Gamma(\beta)^2}{1 - \beta^2}
\]

(3.6)

This positive correlation is a direct result of the assumption of a homogeneous beliefs, rational expectations equilibrium. The Hansen-Sargent formula (3.3) represents the agents’ optimal prediction of the price given knowledge of the model structure. The perfect-foresight price (3.4) would be the equilibrium if the agent knew past, present and future realizations of \( \nu_t \). Future realizations are not part of the information set and therefore the remainder term (3.5) represents a particular linear combination of future \( \nu_t \)'s that must be subtracted off from the perfect foresight price.\(^{20}\)

This conditioning down is optimal but tolerates correlation in the forecast error

\[
p_t - p_t^{PF} = -\frac{\beta \Gamma(\beta)}{L - \beta} \nu_t = -\beta \Gamma(\beta) \{\nu_{t+1} + \beta \nu_{t+2} + \beta^2 \nu_{t+3}\}
\]

(3.7)

The serial correlation in the forecast error cannot be exploited to improve the prediction of \( p_t^{PF} \) because it involves future values of \( \nu_t \) [cf. Lewis and Whiteman (2008)]. Therefore it is optimal for the remainder term, \( p_t^R \), to be positively correlated with the perfect foresight price.

Moreover, the variance of \( p_t^R \) is given by \( \beta^2 \Gamma(\beta)^2/(1 - \beta^2) \). This, coupled with (3.6), yields

\[
\text{var}(p_t^R) - 2\text{cov}(p_t^{PF}, p_t^R) = -\frac{\beta^2 \Gamma(\beta)^2}{1 - \beta^2}
\]

(3.8)

which is clearly negative and delivers Shiller’s bound. Thus, we have established the following

\(^{19}\)Using the residue calculus allows us to be very general with respect to the exogenous fundamentals process, \( f_t \). Appendix B offers a primer on calculating contour integrals.

\(^{20}\)The linear combination that will be subtracted from \( p_t^{PF} \) is the principal part of the Laurent series expansion of \( p_t^{PF} \). This is a result of optimal prediction formulas [Hansen and Sargent (1980)].
Proposition 2: If the asset price is generated by a homogeneous-beliefs equilibrium given by Corollary 2 and the econometrician’s information set is identical to that of the agents’, then the equilibrium price will not exhibit excess volatility.

The derivations leading up to (3.8) assumed that the econometrician’s Wold representation from Proposition 1 could uncover the agents’ innovation $\nu_t$. The following corollary to this proposition weakens the assumption that the econometrician shares the information set of the agents of the model. In fact, the econometrician can condition on a strict subset of the information available to traders and still accurately determine whether or not the asset price is prone to excess volatility. However, this is true if and only if the asset price is generated by homogeneous beliefs. This result is due to the conditioning down arguments of Hansen and Sargent (1991) and Campbell and Shiller (1987).

Corollary 3: If the asset price is generated by the complete information, homogeneous-beliefs equilibrium given by (2.15) of Corollary 2 and the econometrician’s information set is given by the Wold representation of Proposition 1, then the econometrician’s inferences will be correct and the equilibrium price will not exhibit excess volatility.

Proof. A complete proof can be found in Appendix A but the intuition for this result is that the conditional second moments of the equilibrium price are identical across the two information sets.

$$\text{var}(p_{jt}^R|\epsilon_t) = \text{var}(p_{jt}^R|\epsilon_t), \quad \text{var}(p_{jt}^R|\epsilon_t) = \text{var}(p_{jt}^R|\epsilon_t), \quad \text{cov}(p_{jt}^R, p_{jt}^{pf} | \epsilon_t) = \text{cov}(p_{jt}^R, p_{jt}^{pf} | \epsilon_t)$$ (3.9)

where $p_{jt}^R$ and $p_{jt}^{pf}$ represent the perfect foresight price and the remainder term as identified in (3.4)–(3.5) and conditional on the information set of the agent $\epsilon_t$ and econometrician $\epsilon_t$. Thus the calculations leading to Proposition 2 continue to hold.

Proposition 2 and Corollary 3 imply that if the economy is characterized by a homogeneous beliefs equilibrium, then the outside econometrician’s inference will be correct and the price dynamics will not be excessively volatile. The intuition for why homogeneous belief economies will never exhibit excess volatility comes from the optimization inherent in a homogeneous beliefs rational expectations equilibrium. However, the logic behind variance bounds rests on two key assumptions—there are no missing fundamentals and forecast errors are orthogonal to forecasts. Hamilton and Whiteman (1985) emphasize the point that rational agents could forecast variables not included in the econometrician’s information set, which renders excess volatility tests statistically invalid. The “missing fundamentals” in our model are the higher-order beliefs formed by each agent type. Second, variance bounds are premised on the assumption that forecast errors are orthogonal to forecasts. This will always be true under the assumption of rational expectations and homogeneous beliefs. In models with heterogeneous beliefs however, this simply is not the case. Although each trader’s own individual forecast errors are orthogonal to his own information set, this argument
does not extend to the market forecast error. Standard conditioning down arguments do not apply here for the simple reason that with heterogeneous beliefs, the law of iterated expectations breaks down. It breaks down because traders are not just forecasting future fundamentals, they are forecasting other traders’ beliefs. These forecasts play the role of ‘missing fundamentals’.

As a heuristic example that is directly applicable to our setup, let \( p_t = (\lambda - L)\pi_t(L)\varepsilon_t \) with \(|\lambda| < 1\) and assume Type 1 agents observe \( \varepsilon_t \) directly, while Type 2 agents only observe current and past realizations of \( p_t \).\(^{21}\) Using the Wiener-Kolmogorov optimal prediction formulas gives

\[
\mathbb{E}[p_{t+1}|\varepsilon_t] = L^{-1}[(\lambda - L)\pi(L) - \lambda\pi(0)]\varepsilon_t
\]

\[
\mathbb{E}[p_{t+1}|p^t] = L^{-1}[(1 - \lambda L)\pi(L) - \pi(0)]e_t = L^{-1}[(\lambda - L)\pi(L) - B_\lambda(L)\pi(0)]\varepsilon_t
\]

where \( B_\lambda(L) = (\lambda - L)/(1 - \lambda L) \) and \( e_t = B_\lambda(L)\varepsilon_t \). The equilibrium price is determined by the average market expectation, \( \mathbb{E}_t p_{t+1} = \kappa\mathbb{E}[p_{t+1}|\varepsilon_t] + (1 - \kappa)\mathbb{E}[p_{t+1}|p^t] \). Using the optimal prediction formulas above, it is straightforward to show that

\[
\mathbb{E}_t p_{t+1}\overline{p}_{t+2} - \mathbb{E}_t p_{t+2} = -\kappa(1 - \kappa)\pi \frac{1 - \lambda^2}{1 - \lambda L} \varepsilon_t \tag{3.10}
\]

The intuition behind the law of iterated expectations is that it would be suboptimal for the agents to alter their forecast of the price over time. However, when agents form higher-order beliefs, it becomes optimal for them to adjust their forecast of the price based upon the actions of other agents. Hence, the average expectation of the price is changing over time. This result is now well known [cf., Allen, Morris, and Shin (2006) Bacchetta and van Wincoop (2006) Rondina and Walker (2012)] but, to the best of our knowledge, our paper is the first to examine the implications of this result in an econometric model of asset pricing.

**Theorem 1** and **Corollary 2** implies that we may write the equilibrium price according to

\[
p_t = p_t^{pf} - \kappa p_t^{\text{R}^\varepsilon} - (1 - \kappa)p_t^{\text{R}L} - p_t^{\text{HOBs}} \tag{3.11}
\]

\[
p_t = p_t^{pf} - \frac{p_t^{\text{R}^\text{Het}}}{p_t^{\text{R}^\text{Het}}} \tag{3.12}
\]

where \( p_t^{\text{R}^\varepsilon} \) and \( p_t^{\text{R}L} \) denote the error term in forecasting future fundamentals for each agent type, and \( p_t^{\text{HOBs}} \) denotes the higher-order beliefs component of the equilibrium price. Equation (3.12) is how the outside econometrician, who erroneously assumes a homogeneous beliefs equilibrium, will perceive this forecast error. He will lump the higher-order beliefs component and the convex combination of forecast errors into one term, \( p_t^{\text{R}^\text{Het}} \). Given that we have an analytical solution on hand, we know the precise functional form of this error term. From **Theorem 1**

\[
p_t^{\text{R}^\text{Het}} = -\left[\frac{\beta(\lambda - \beta)\hat{a}_1(\beta)}{L - \beta} - \frac{\chi_1\beta(1 - \kappa)(1 - \lambda^2)}{\lambda(1 - \lambda\beta)(1 - \lambda L)}\right]\varepsilon_{1t} \tag{3.13}
\]

\(^{21}\)This is a slightly modified version of the model of Section 2 because here we assume \( f_t \) is not observable, but the intuition is directly applicable.
with a similar representation for $\varepsilon_{2t}$. The heterogeneous beliefs forecast error is a combination of the complete information, homogeneous beliefs error term (first term), and a term that captures the higher-order belief elements and the incomplete information error term, weighted by $(1 - \kappa)$, (second term).

It is obvious that the variance of the error term will be higher in the heterogeneous beliefs equilibrium vis-à-vis the homogeneous beliefs equilibrium due to the presence of the higher-order beliefs term (second term on the RHS of (3.13)). What is not clear is if this additional volatility is enough to overcome the variance bound. The following proposition gives the conditions under which excess volatility is achieved.

**Proposition 3:** If the asset price is generated by a heterogeneous-beliefs equilibrium given by Theorem 1, then the equilibrium price will exhibit excess volatility if

$$\text{var}(p_t^{R|\text{Het}}) - 2\text{cov}(p_t^{R|\text{Het}}, p_t^{p_f}) > 0$$

which holds when

$$\frac{\chi_1 \beta^2 (1 - \lambda^2)(1 - \kappa)}{\lambda(1 - \lambda \beta)} \left[ \frac{\chi_1 (1 - \kappa)}{\lambda(1 - \lambda \beta)} - 2\tilde{a}_1(\beta) \right] - \frac{(\lambda - \beta)^2 \beta^2 a_1(\beta)^2}{1 - \beta^2} > 0$$

(3.15)

**Proof.** See Appendix A. \qed

There is an analogous representation for $\varepsilon_{2t}$. The last term is the correlation attributable to homogeneous-beliefs equilibrium and is equivalent to (3.8). The additional term is due to heterogeneous beliefs. As $\lambda$ (or $\kappa$) approaches one, the economy reverts to the full-information, homogeneous beliefs equilibrium and no violations would occur. Violations of the variance bound are not guaranteed. The variance of the heterogeneous-beliefs component of the price (second term on the RHS of (3.13)) must be sufficiently large. Of course, the issue here is whether the bound is breached according to the econometrician’s Wold representation given by (3.1). To investigate this we must resort to numerical simulations.

Figure 2 reports plots of $\text{var}(p)/\text{var}(p^{p_f})$ for alternative parameter values of $\lambda$ according to the Wold representation of the econometrician. Therefore, the same assumptions imposed to generate the econometrician’s Wold representation apply to Figure 2 (i.e., $\tilde{a}_1 = \tilde{a}_2$, and $\kappa = 0.5$). In accordance with Table 3.1, we assume $f_t$ follows an ARMA(1,1) process with autoregressive coefficient of $\rho = 0.732$. Given annual data, we set $\beta = 0.95$. This is close to the original discount rates used by Shiller. Finally, in order to ensure that the additional volatility is not due to noise traders, Figure 2 subtracts off the additional variance attributable to the noise term $a_3$ in the equilibrium price $p_t$. The implied value for $a_3$ ranges from 1.58 to 2.73 in Figure 2.\textsuperscript{22}

\textsuperscript{22}The appendix establishes the uniqueness of the equilibrium given these parameter values and plots the implied value of $a_3$ and root of $\pi_3(z)$ in Figure 2.
Violations of Variance Bound

Figure 2: Violation of Variance Bound. The solid line plots the variance of the equilibrium price over the variance of the perfect foresight price less the volatility due to noise traders for $\beta = 0.95,$ and $\rho = 0.732.$ Violations of the variance bound occur for values greater than unity.

Notice that violations do not occur when $\lambda \approx 0.3.$ Hence, the full-sample estimate of the ARMA process given by Table 3.1 will satisfy the variance bound. It is not surprising that small values of $\lambda$ generate only a small amount of additional volatility. One can see why by inspecting the price function decomposition in Theorem 1 and equations (3.10) and (3.13). Notice that the persistence of heterogeneous beliefs is dictated by $\lambda.$ When $\lambda$ is close to zero heterogeneous beliefs just add a small amount high frequency noise to prices.

Conversely, for values of $\lambda > 0.62$, the asset price violates the variance bound. This value is within one standard error of the post-war estimate for $\lambda$ given by Table 3.1. As $\lambda$ increases, we see significant violations of the bound of the same order of magnitude that Shiller found. For example, when $\lambda = 0.69$, the variance of observed prices is more than four times its hypothetical upper bound! Note this is not an artifact of biased statistical procedures, since we are comparing population moments.

Figure 3 compares the sample path of observed stock prices with their perfect foresight counterparts. The left panel updates Shiller’s (1981) original plot. This graph, more than anything else, is what struck a chord with the profession (and its potential to be misleading is what motivated subsequent critics). The only difference is that we used the observed terminal price as the end-of-sample estimate of discounted future dividends, rather than Shiller’s original strategy of using the sample average price. It is now well known that using average prices produces a bias toward rejection, whereas use of the terminal price is unbiased. (See, e.g., Mankiw, Romer, and Shapiro (1985)). The right panel of Figure 3 follows the same procedure using data generated by our model. All the parameters are the same as Figure 2 with $\lambda = 0.65.$ The plot gives the distinct impression
that prices are too volatile relative to their fundamentals.

### 3.3 Return Predictability

Another widely documented failure of linear present value models is the ability to predict excess returns, which in the case of a constant discount rate, just means the ability to predict returns themselves.\(^{23}\) Initially, excess volatility and return predictability were thought to be distinct puzzles. However, it is now well known that they are two sides of the same coin [Cochrane (2001) and Shiller (1989)]. In fact, a finding of excess volatility can be interpreted as long (i.e., infinite) horizon return predictability. Both puzzles are driven by the violation of the model’s implied orthogonality conditions. Still, it is useful to show how and why this occurs even in the case of one-period returns.

Of course, by construction the model’s orthogonality condition is satisfied. The equilibrium pricing functions were computed by imposing this condition. However, this is not the condition the econometrician is testing. He is falsely assuming that everyone has the same expectation. Although average expectations of returns are indeed zero, our econometrician does not observe the underlying shocks that generate these expectations, so he cannot test this prediction of the model. Instead, he uses the Wold representation in (3.1) to construct what he (falsely) believes is the market’s expectation of next period’s price. The Wold representation is a subset of the information available to the traders and therefore the econometrician’s projection of excess returns on his time \(t\) information set will not display orthogonality.

Define the excess return as \(R_{t+1} = \beta \mathbb{E}_t p_{t+1} + f_t - p_t\), where the expectation is taken with respect to the Econometrician’s information set given by the Wold representation (3.1). Predictability suggests that if we regress \(R_t\) onto lagged information, we should find statistically significant coefficients. The following result summarizes what our econometrician would find.

**Proposition 4:** Given Assumption 1, and assuming a symmetric equilibrium (i.e., \(\kappa = 0.5\), \(\kappa < 1\)),

\(^{23}\)See Koijen and Van Nieuwerburgh (2010) for a recent review of the literature.
\( \tilde{a}_1(L) = \tilde{a}_2(L) = \tilde{a}(L) \), the econometrician’s Wold Representation in (3.1) generates the following projection of \( R_{t+1} \) onto the (econometrician’s) time-\( t \) information set

\[
\beta E_t p_{t+1} + f_t - p_t = -h_1 \xi_{1,t} - \beta (\lambda - \beta) \tilde{a}(\beta) \left( h_2 + \frac{\delta(1 - \beta \lambda)}{1 - \lambda L} \right) \xi_{2,t} \tag{3.16}
\]

where \( h_1 = B x (1 + 0.5y^2)/[(1 - \lambda \beta)(1 + y^2)] - \eta \beta \tilde{a}(\beta), \ h_2 = y a_3/\left[ \beta (\lambda - \beta) \tilde{a}(\beta) \right], \ \delta = -0.5x y (1 - \lambda^2)/[\lambda \tilde{a}(\beta)(1 + y^2)(1 - \lambda \beta)(\lambda - \beta)], \) and \( x \) and \( y \) are defined in the proof of Theorem 1.

Proof. See Appendix A.

The upshot is that (3.16) is non-zero and the econometrician will find predictability in asset returns. One can readily verify that as \( a_3 \to 0 \), so that the equilibrium becomes revealing and expectations become homogeneous, we have \((h_1, h_2, \delta) \to 0\), and returns become unpredictable. Hence, the only reason the econometrician is finding predictability is that he is incorrectly assuming a homogeneous beliefs equilibrium. If he were to take into account the heterogeneity, the excess return (3.16) would be zero.

Note that by inverting the Wold representation we can express \((\xi_{1,t}, \xi_{2,t})\) in terms of the history of \((p_t, f_t)\), so that excess returns can be written as functions of current and past observables. Table 2 contains a small set of results from these kinds of regressions, using the heterogeneous beliefs equilibrium of Theorem 1 and Shiller’s annual data. (Since in Shiller’s data prices are sampled in January and dividends accrue throughout the year, we do not assume time-\( t \) dividends are in the time-\( t \) information set).
The empirical results here are consistent with those of the literature. There is evidence in favor of predictability and our model generated data matches this predictability relatively well. Evidence of predictability is somewhat stronger using model-simulated data. However, if the data are restricted to post-1945, predictability becomes more pronounced [Koijen and Van Nieuwerburgh (2010)]. Our results suggest that even if one had access to the population second moments, we would still observe predictability. Finding that returns are predictable is not a puzzle if investors have heterogeneous expectations of returns.

Recent papers have turned to present-value relationships like (2.8) and focused on the distinct role of return and dividend growth predictability to better understand this anomaly [Cochrane (2008), Lettau and Van Nieuwerburgh (2008), Koijen and Van Binsbergen (2010)]. Evidence

---
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TABLE 2: Return Predictability

<table>
<thead>
<tr>
<th></th>
<th>$R_{t-1}$</th>
<th>$R_{t-2}$</th>
<th>$P_{t-1}$</th>
<th>$P_{t-2}$</th>
<th>$\bar{R}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_t$</td>
<td>.317</td>
<td>$R_t$</td>
<td>.375</td>
<td>$R_t$</td>
<td>.274</td>
</tr>
<tr>
<td></td>
<td>(.209)</td>
<td>$R_t$</td>
<td>(.181)</td>
<td>$R_t$</td>
<td>(.194)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$R_t$</td>
<td>$R_t$</td>
<td>$R_t$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$R_t$</td>
<td>$R_t$</td>
<td>$R_t$</td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_t$</td>
<td>.544</td>
<td>$R_t$</td>
<td>.476</td>
<td>$R_t$</td>
<td>.422</td>
</tr>
<tr>
<td></td>
<td>(.076)</td>
<td>$R_t$</td>
<td>(.088)</td>
<td>$R_t$</td>
<td>(.075)</td>
</tr>
</tbody>
</table>
| Notes: (1) All regressions include a constant. (2) Heteroskedascity-robust standard errors in parentheses.
against dividend growth predictability implies evidence in favor of return predictability, and vice versa. These studies have found that dividend growth predictability is strong, but not very persistent. While return predictability is modest but very persistent. Over 90% of the variation in the price-dividend ratio is due to variation in expected returns [Koijen and Van Nieuwerburgh (2010)]. In a homogeneous-beliefs equilibrium, the law of iterated expectations applies and therefore a present-value relationship of the form, \( p_t = \mathbb{E}_t \sum_{j=0}^{\infty} \beta^j f_{t+j} \), holds. However if an econometrician assumes homogeneous beliefs and proceeds to impose the law of iterated expectations on a heterogeneous-beliefs equilibrium, the price will include an additional term. Theorem 1 shows that the heterogeneous-beliefs equilibrium price can be written as \( p_t = p_t^* + p_t^R \), where \( p_t^* \) is the equilibrium that would emerge under a fully-revealing, homogeneous-beliefs equilibrium. The additional term, \( p_t^R \), is due to heterogeneous beliefs and, as demonstrated by Proposition 4, will lead to predictability and variation in expected returns.

3.4 CROSS-EQUATION RESTRICTIONS The Rational Expectations revolution ushered in many methodological changes. One of the most important concerned the way econometricians identify their models. Instead of producing zero restrictions, the Rational Expectations Hypothesis produces cross-equation restrictions. Specifically, parameters describing the laws of motion of exogenous forcing processes enter the laws of motion of endogenous decision processes. In fact, in an oft-repeated phrase, Sargent dubbed these restrictions the “hallmark of Rational Expectations.” Hansen and Sargent (1991) and Campbell and Shiller (1987) proposed useful procedures for testing these restrictions. When these tests are applied to present value asset pricing models, they are almost without exception rejected, and in a resounding way. There have been many responses to these rejections. Some interpret them as evidence in favor of stochastic discount factors. Others interpret them as evidence against the Rational Expectations Hypothesis. We offer a different response. We show that rejections of cross-equation restrictions may simply reflect an informational misspecification, one that presumes a revealing equilibrium and homogeneous beliefs when in fact markets are characterized by heterogeneous beliefs.

The intuition behind our result comes from the discrepancy between the complete information, homogeneous beliefs pricing function and the heterogeneous beliefs counterpart outlined in Theorem 1, which we repeat here for convenience,

\[
\pi_1(L)\varepsilon_{1t} = \left[ \frac{L(\lambda - L)\tilde{a}_1(L)}{L - \beta} \right] \varepsilon_{1t} - \left[ \frac{\beta(\lambda - \beta)\tilde{a}_1(\beta)}{L - \beta} \right] \varepsilon_{1t} - \left[ \frac{\chi_1\beta(1 - \kappa)(1 - \lambda^2)}{\lambda(1 - \lambda\beta)(1 - \lambda L)} \right] \varepsilon_{1t} \tag{3.17}
\]

with an analogous representation for \( \varepsilon_{2t} \). We can represent the equilibrium price as

\[
p_t = K(\tilde{a}_1(L))\varepsilon_{1t} + K(\tilde{a}_2(L))\varepsilon_{2t} \tag{3.18}
\]

where we now write the pricing function as \( K(\tilde{a}(L)) \) to emphasize the fact that it is the output of a linear operator, \( K(\cdot) \). Note that the heterogeneous beliefs pricing operator consists of the sum of two linear operators, \( K = K^s + K^h \), where \( K^s \) denotes the conventional complete information,
homogeneous beliefs operator (first and second term on the RHS of (3.17)) given by the Hansen-Sargent formula, and \( K^h \) denotes the heterogeneous beliefs operator (third term on the RHS of (3.17)). This delivers the following result,

**Remark 1**: Standard cross-equation restriction tests, which falsely presume a common information set, can produce spurious rejections.

Proof. When there are heterogeneous beliefs, \( \pi_i(L) = K(a_i(L)) \), where \( K = K^s + K^h \). Cross-equation restriction tests based on the false assumption of homogeneous beliefs amount to dropping the \( K^h \) component of the pricing operator (i.e., the third term on the RHS of (3.17)). This can produce strong rejections when \( K^h(a_i(L)) \) is ‘big’ (in the operator sense).

Again, the real issue here is the quantitative significance of this result. Although one could perhaps investigate this analytically, it is simpler to perform a simulation. Table 3 contains two sets of results. The top panel replicates the VAR testing strategy of Campbell and Shiller (1987) using updated data from Shiller’s website.\(^{25}\) Given the annual frequency, a VAR(1) specification is adequate. The final three columns report the outcomes of various tests and diagnostics. The \( \chi^2(2) \) column reports the Wald statistic for the model’s two cross-equation restrictions. As many others have found, these restrictions are strongly rejected. The \( \text{var}(P)/\text{var}(\hat{P}) \) column reports the ratio between the variance of observed prices and the variance of predicted prices, using the VAR to construct the present discounted value of future dividends. Under the null, this ratio should be one. The point estimate suggests even a stronger rejection than the earlier variance bound results, which is somewhat surprising in light of the fact that this estimate is robust to presence of inside information, which would tend to make observed prices more volatile than expected. The final column reports the sample correlation coefficient between actual and predicted prices. As Campbell and Shiller (1987) emphasized, even though the model is strongly rejected statistically, it does have some ability to track observed prices.

\(^{25}\)In contrast to Campbell and Shiller (1987), we do not assume unit roots and cointegration. To maintain consistency with our previous results we use detrended data.
### TABLE 3
**Cross-Equation Restrictions: Annual Data (1871-2006)**

<table>
<thead>
<tr>
<th>Data</th>
<th>$D_{t-1}$</th>
<th>$P_{t-1}$</th>
<th>$\bar{R}^2$</th>
<th>DW</th>
<th>$\chi^2(2)$</th>
<th>var($P$)/var($\hat{P}$)</th>
<th>corr($P$, $\hat{P}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_t = .912$</td>
<td>.001</td>
<td>.842</td>
<td>1.72</td>
<td>11.9</td>
<td>20.1</td>
<td>.474</td>
<td></td>
</tr>
<tr>
<td>(.036)</td>
<td>(.001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_t = -1.28$</td>
<td>.927</td>
<td>.814</td>
<td>1.72</td>
<td>15.7</td>
<td>415.5</td>
<td>.992</td>
<td></td>
</tr>
<tr>
<td>(1.16)</td>
<td>(.040)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$D_t = .445$</th>
<th>.0017</th>
<th>.469</th>
<th>2.26</th>
<th>15.7</th>
<th>415.5</th>
<th>.992</th>
</tr>
</thead>
<tbody>
<tr>
<td>(.086)</td>
<td>(.0005)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_t = 11.2$</td>
<td>.953</td>
<td>.985</td>
<td>1.66</td>
<td>15.7</td>
<td>415.5</td>
<td>.992</td>
<td></td>
</tr>
<tr>
<td>(2.56)</td>
<td>(.014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: (1) $\chi^2(2)$ is the Wald statistic for the cross-equation restrictions $(0,1)[I - \beta\psi] = (1,0)\beta\psi$, where $\psi$ is the VAR(1) coefficient matrix.
(2) $\hat{P} \equiv$ Expected present discounted value of dividends with $\beta = .90$.
(3) Asymptotic standard errors in parentheses.

The bottom panel reports the results from following the exact same procedures using data generated by the model, with the parameter values $\kappa = 0.5$, $\lambda = 0.65$, and $\rho = 0.73$. Interestingly, applying the Campbell-Shiller method to the model leads to even stronger rejections. The strange looking coefficient estimates in the price equation arise from the near ‘exactness’ of the model. With lagged dividends included, prices should have little additional explanatory power for future prices. As in the data, the correlation between the model’s predicted price and the actual price is fairly high. Instead, the failure in both cases stems from the excessive volatility of prices. This can be seen in Figure 4, which plots actual versus predicted prices for both observed data and model-generated data.

Note that the left panel of Figure 4 is nearly identical to the left panel of Figure 3. On the other hand, the right panels of these two figures, pertaining to model-generated data, are quite different. According to the VAR, dividends are not very persistent or forecastable. As a result, predicted prices, which are based on VAR forecasts of future dividends, are nearly flat.

It is noteworthy that we continue to reject the model despite using procedures that are robust to the possibility that agents have more information than the econometrician. This kind of asymmetric information is not the issue here. Rather it is the presence of asymmetric information among the agents themselves that is the source of the problem. When the agents themselves have asymmetric information, prices are determined by average expectations, and these averaged expectations do not
adhere to the law of iterated expectations. Unfortunately, the clever VAR procedures of Hansen and Sargent (1991) and Campbell and Shiller (1987) rely heavily on the law of iterated expectations.

4 Conclusion

For more than thirty years now, economists have been rejecting linear present value asset pricing models. These rejections have been interpreted as evidence in favor of time-varying risk premia. Unfortunately, linking risk premia to observable data has been quite challenging. Promising approaches for meeting the challenge involve introducing incomplete markets and agent heterogeneity into models.

This paper has suggested that a different sort of heterogeneity, an informational heterogeneity, offers an equally promising route toward reconciling asset prices with observed fundamentals. Unfortunately, heterogeneous information does not automatically translate into heterogeneous beliefs, and it is only the latter that generates the ‘excess volatility’ that is so commonly seen in the data. The hard work in the analysis, therefore, is deriving the conditions that prevent market data from fully revealing the private information of agents in dynamic settings. Frequency-domain methods possess distinct advantages over time-domain methods in this regard. The key to keeping information from leaking out through observed asset prices is to ensure that the mappings between the two are ‘noninvertible’. These noninvertibility conditions are easy to derive and manipulate in the frequency domain. Moreover, Rondina and Walker (2012) show that our information structure is consistent with a setup in which there are a continuum of traders who each receive a private, noisy signal on an underlying fundamental. We interpret this as suggestive evidence that our results are robust to alternative information structures.

Our results demonstrate how informational heterogeneity can in principle explain well-known empirical anomalies, such as excess volatility, excess return predictability, and rejections of cross-equation restrictions. Ever since Townsend (1983) and Singleton (1987), (or in fact, ever since
Keynes! economists have suspected that heterogeneous beliefs could be responsible for the apparent excess volatility in financial markets. Our results at last confirm these suspicions. Although we believe we have made substantial progress, there are still many avenues open for future research. Three seem particularly important. First, like the recent work of Engel, Mark, and West (2007), our paper offers some hope for linear present value models. Unlike their work, however, which is largely based on statistical and calibration issues, our paper points to a more radical reorientation of VAR methodology. In particular, it would be useful to develop and implement empirical procedures that are robust to heterogeneous beliefs, and perhaps even develop statistical tests that could reliably detect their presence. Second, issues of market microstructure might be critical to the propagation or mitigation of heterogeneous beliefs. Of particular interest would be relaxing the assumption of infinitesimal investors or examining issues of market clearing (e.g., relaxing the assumption that the riskless asset is inelastically supplied at a fixed price). Finally, the entire analysis here rests heavily on linearity. However, most macroeconomic models feature nonlinearities of one form or another. It is not at all clear whether standard linearization methods are applicable in models featuring heterogeneous beliefs. Resolving this issue will also be important for future applications.
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## A Proofs (Online Appendix)

### A.1 Proof of Theorem 1

The equilibrium is given by

\[ p_t = \beta \kappa E^1_t p_{t+1} + \beta (1 - \kappa) E^2_t p_{t+1} + f_t - u_t \]  

(A.1)

Given the symmetry of the equilibrium, we will solve for \( \varepsilon_{1t} \) only.

Type 1’s information set is generated by

\[
\begin{bmatrix}
\varepsilon_{1t} \\
 f_t \\
 p_t
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & 0 \\
 a_1(L) & a_2(L) & 0 \\
 \pi_1(L) & \pi_2(L) & \pi_3(L)
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{1t} \\
\varepsilon_{2t} \\
u_t
\end{bmatrix}
\]

\[ x_{1t} = M_1(L) \varepsilon_{1t} \]  

(A.2)

and the \( \pi_i(L) \) polynomials are equilibrium pricing functions.

From (2.10), the expectations for Type 1 are given by

\[ E^1_t x_{1,t+1} = \left[ \frac{M_1^*(L)}{L} \right] \varepsilon_{1t}^* = L^{-1} [M_1^*(L) - M_1(0)] \varepsilon_{1t}^* \]  

(A.3)

where

\[ x_{1t}^* = M_1^*(L) W_1 B_1(L) \varepsilon_{1t}^* \]

(A.4)

and

\[
W_1 = \begin{bmatrix}
1 & 0 & 0 \\
0 & -y_1/\sqrt{1 + y_1^2} & 1/\sqrt{1 + y_1^2} \\
0 & 1/\sqrt{1 + y_1^2} & y_1/\sqrt{1 + y_1^2}
\end{bmatrix} \quad B_1(L) = \begin{bmatrix}
1 & 0 & 0 \\
0 & B_\lambda(L) & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

where \( y_1 = \pi_3(\lambda)/\pi_2(\lambda) \).
There is an analogous representation for Type 2

\[
\begin{bmatrix}
\varepsilon_{2t} \\
\beta_t \\
p_t
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 \\
\beta_1(L) & \beta_2(L) & 0 \\
\beta_1(L) & \beta_2(L) & \beta_3(L)
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{1t} \\
\beta_t \\
p_t
\end{bmatrix}
\]

\[x_{2t} = M_2(L)\varepsilon_{2t} \quad (A.5)\]

\[
\mathbb{E}_t^2 x_{2,t+1} = \left[ \frac{M_2^*(L)}{L} \right] + \mathbb{E}_t^2 = L^{-1}[M_2^*(L) - M_2(0)]\varepsilon_{2t}^* \quad (A.6)
\]

where

\[
x_{2t} = \frac{M_2(L)\beta_2(L)}{B_2(L)} + \mathbb{E}_t^2 = \frac{M_2^*(L)}{\pi_2(L)}\varepsilon_{2t}^* \quad (A.7)
\]

where

\[
W_2 = \begin{bmatrix}
-y_2/1+y_2^2 & 1/\sqrt{1+y_2^2} \\
0 & 1 \\
1/\sqrt{1+y_2^2} & 0
\end{bmatrix} \\
B_2(L) = \begin{bmatrix}
\beta_2(0) & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

where \( y_2 = \pi_3(\lambda)/\pi_1(\lambda) \).

The optimal forecast for each agent type is given by

\[
E_t^1 p_{t+1} = L^{-1}[\pi_{1_t}(L) - \pi_{1_t}(0)]\varepsilon_{1t} + L^{-1}[\beta_2(0)(\pi_3(L) - y_1\pi_2(L)) - \beta_2(0)(\pi_3(0) - y_1\pi_2(0)))]\bar{y}_1^{-1}\varepsilon_{2t}^* + L^{-1}[\pi_{2_t}(L) + y_1\pi_3(L) - \{\pi_{2_t}(0) + y_1\pi_3(0))\}]\bar{y}_1^{-1}\varepsilon_{3t}^* \quad (A.8)
\]

\[
E_t^2 p_{t+1} = L^{-1}[\pi_{2_t}(L) - \pi_{2_t}(0)]\varepsilon_{2t} + L^{-1}[\beta_2(0)(\pi_3(L) - y_2\pi_1(L)) - \beta_2(0)(\pi_3(0) - y_2\pi_1(0)))]\bar{y}_2^{-1}\varepsilon_{1t}^* + L^{-1}[\pi_{1_t}(L) + y_2\pi_3(L) - \{\pi_{1_t}(0) + y_2\pi_3(0))\}]\bar{y}_2^{-1}\varepsilon_{3t}^* \quad (A.9)
\]

where \( \bar{y}_i = \sqrt{1+y_i^2} \) and \( \varepsilon_{ij}^* \) denotes the \( j \)-th element of the shock process \( \varepsilon_{it}^* \) for agent \( i \).

Substituting the expectations into (A.1) and matching terms on \( \varepsilon_1, \varepsilon_2 \) and \( \nu \) in the space of
\[ \pi_1(z) = \beta z^{-1} \{ [\pi_1(z) - \pi_1(0)] + \frac{(1 - \kappa) y_1}{y_1} \frac{z(1 - \lambda^2)}{\lambda(1 - \lambda z)} (y_1 \pi_1(0) - \pi_3(0)) \} + (\lambda - z) \bar{a}_1(z) \]  
(A.10)

\[ \pi_2(z) = \beta z^{-1} \{ [\pi_2(z) - \pi_2(0)] + \frac{\kappa y_2}{y_2} \frac{z(1 - \lambda^2)}{\lambda(1 - \lambda z)} (y_2 \pi_2(0) - \pi_3(0)) \} + (\lambda - z) \bar{a}_2(z) \]  
(A.11)

\[ \pi_3(z) = \beta z^{-1} \{ \kappa \{ [\mathcal{B}_\lambda(L)\pi_3(z) - y_1 \pi_2(z)] - \mathcal{B}_\lambda(0)(\pi_3(0) - y_1 \pi_2(0)) \} \frac{\lambda - z}{1 - \lambda z} \tilde{y}_1^{-1} \]  
\[ + \{ \pi_2(z) + y_1 \pi_3(z) - (\pi_2(0) + y_1 \pi_3(0)) \} \frac{y_1}{y_1} \]  
\[ + (1 - \kappa) \{ [\mathcal{B}_\lambda(L)\pi_3(z) - y_2 \pi_1(z)] - \mathcal{B}_\lambda(0)(\pi_3(0) - y_2 \pi_1(0)) \} \frac{\lambda - z}{1 - \lambda z} \tilde{y}_2^{-1} \]  
\[ + \{ \pi_1(z) + y_2 \pi_3(z) - (\pi_1(0) + y_2 \pi_3(0)) \} \frac{y_2}{y_2} \} \} + a_3 \]  
(A.12)

Existence of the equilibrium comes from Whiteman (1983) Lemma 1, pg. 22. Following Whiteman, we assume the price and fundamentals process is “regular” or individually analytic. Solving (A.10)–(A.12) for \( \pi_i(z) \) shows that each function is not analytic inside the unit circle. Each function has a pole inside the unit circle at \( z = \beta \). Lemma 1 of Whiteman (1983) shows that if the \( \pi_i(0) \) terms equal to the number of poles inside the unit circle, then the rational expectations solution exists and is unique. From (A.10)–(A.12), there are three poles (each at \( z = \beta \)) and three unknown constants \( (\pi_i(0)) \) for \( i = 1, 2, 3 \) so the rational expectations solution exists. The solution is unique if we can uniquely pin down each \( \pi_i(z) \). We pin down the \( \pi_i(0) \) parameters by evaluating the residue at \( z = \beta \). For \( \pi_1(0) \) this restriction is given by

\[ \beta \pi_1(0) = \beta \frac{(1 - \kappa) y_1}{y_1} \left[ \frac{\beta (1 - \lambda^2)}{\lambda (1 - \lambda \beta)} (y_1 \pi_1(0) - \pi_3(0)) \right] + \beta (\lambda - \beta) \bar{a}_1(\beta) \]  
(A.13)

with analogous representations for \( \pi_2(0) \) and \( \pi_3(0) \). Substituting (A.13) into (A.10), removing the pole at \( z = \beta \), and collecting terms yields

\[ \pi_1(z) = \frac{z(\lambda - z) \bar{a}_1(z) - \beta (\lambda - \beta) \bar{a}_1(\beta)}{z - \beta} + \frac{\beta (1 - \kappa) y_1 (1 - \lambda^2)}{\lambda (1 - \lambda \beta)(1 + y_1^2)} \left[ y_1 \pi_1(0) - \pi_3(0) \right] \frac{1}{1 - \lambda z} \]  
(A.14)

\[ \pi_2(z) = \frac{z(\lambda - z) \bar{a}_2(z) - \beta (\lambda - \beta) \bar{a}_2(\beta)}{z - \beta} + \frac{\beta \kappa y_2 (1 - \lambda^2)}{\lambda (1 - \lambda \beta)(1 + y_2^2)} \left[ y_2 \pi_2(0) - \pi_3(0) \right] \frac{1}{1 - \lambda z} \]  
(A.15)

\[ \pi_3(z) = a_3 - \frac{\beta (1 - \lambda^2)}{\lambda (1 - \lambda \beta)} \left[ \frac{\kappa}{1 + y_2^2} (y_2 \pi_2(0) - \pi_3(0)) + \frac{(1 - \kappa)}{1 + y_1^2} (y_1 \pi_1(0) - \pi_3(0)) \right] \frac{1}{1 - \lambda z} \]  
(A.16)

This gives \( \chi_i = \frac{\kappa (y_i \pi_i(0) - \pi(0))}{1 + y_i^2} \) for \( i = 1, 2 \).

In order to solve for the unknown constants \([\pi_i(0), \pi_i(\lambda)]\), the three equations (A.14)–(A.16) need to be evaluated at \( z = 0 \) and \( z = \lambda \). This produces six simultaneous nonlinear algebraic equations.
A.2 Proof of Corollary 1  This system can be simplified by considering a symmetric equilibrium, where $\kappa = 0.5$ and $a_1(\cdot) = a_2(\cdot)$, which is consistent with the empirical results in Section 3. In this case, $\pi_1(z) = \pi_2(z)$ and $y_1 = y_2$ and (A.14)–(A.16) reduces to

$$\pi(z) = \frac{z(\lambda - z)\tilde{a}(z) - \beta(\lambda - \beta)\tilde{a}(\beta)}{z - \beta} + \frac{1}{2 \lambda(1 - \lambda\beta)(1 + y^2)}[y\pi_1(0) - \pi_3(0)] \frac{1}{1 - \lambda z} \quad \text{(A.17)}$$

$$\pi_3(z) = a_3 - \frac{\beta(1 - \lambda^2)}{\lambda(1 - \lambda\beta)(1 + y^2)}[y\pi_1(0) - \pi_3(0)] \frac{1}{1 - \lambda z} \quad \text{(A.18)}$$

Defining $x \equiv y\pi_1(0) - \pi_3(0)$, we must solve for $x$ and $y$ for $z = 0, \lambda$. For the results in Section 3, we fix $y$ and find the supporting $a_3$ and $x$ that solves (A.17) and (A.18). These values are determined by

$$a_3 = \frac{\tilde{a}(\beta) 0.5\beta(1 - \lambda\beta)y^3}{1 + (1 - 0.5\lambda\beta)y^2} \quad \text{(A.19)}$$

$$x = \frac{y(\lambda - \beta)\tilde{a}(\beta) - a_3}{1 - \beta(1 - \lambda^2)/(\lambda(1 - \lambda\beta)(1 + y^2))(1 + 0.5y^2)} \quad \text{(A.20)}$$

In order to establish uniqueness of the equilibrium, we must show that for a given $a_3$ there exists a unique and real $y$ according to A.19. Rewriting (A.19)

$$0.5\tilde{a}(\beta)\beta(1 - \lambda\beta)y^3 - a_3(1 - 0.5\lambda\beta)y^2 - a_3 = 0$$

The discriminant of the cubic is given by

$$\Delta = -4a_3^4(1 - 0.5\lambda\beta)^3 - 27\tilde{a}(\beta)^2\beta^2(1 - \lambda\beta)^2(-a_3)^2 \quad \text{(A.21)}$$

which is clearly negative and implies the cubic has one real root and two non-real complex conjugate roots.

Figure 5 plots the implied value of $a_3$ with $a(\beta) = (1 - \rho\beta)^{-1}$, $\beta = 0.95$, $\kappa = 0.5$, with $\lambda = (0.3, 0.65)$ that is used throughout Section 3. These parameters deliver two imaginary roots and one real root ($y = 2.5$) of (A.19).

A.3 A Property of $\pi_3(z)$  If $\pi_3(z)$ has zeros outside of the unit circle, then the rational expectations solution is unique (Corollary 1). We check this numerically for all of the results contained in Section 3 (see figure 5). We can show that this is always the case as $a_3 \to 0$.

Note from A.19 that $a_3 \to 0$ implies $y \to 0$ and

$$\pi_3(z) = a_3 - \frac{x}{1 + y^2} \frac{1}{1 - \lambda z}$$
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Figure 5: Implied value of $a_3$ and root of $\pi_3(z)$ used to generate the results in Section 3.

where $A = \beta(1 - \lambda^2)/\lambda(1 - \lambda\beta)$. Let $F(y) = 1 + y^2 - A(1 + 0.5y^2)$. From A.20

$$x = \frac{y(\lambda - \beta)\tilde{a}(\beta) - a_3}{F(y)}$$

Note that $F(y) = O(1)$. Let $r$ be the root of $\pi_3(z)$

$$r = \frac{1}{\lambda} \left[ 1 + \frac{A[1 - (y/a_3(y))(\lambda - \beta)\tilde{a}(\beta)]}{F(y)} \right]$$

Using (A.19)

$$\frac{y}{a_3(y)} = \frac{1 + (1 - 0.5\lambda\beta)y^2}{0.5\tilde{a}(\beta)\beta(1 - \lambda\beta)y^2} = O(y^{-2})$$

Therefore, since $F(y) = O(1)$, $r(y) \to \infty$ as $(a_3, y) \to 0$.

A.4 Proof of Corollary 2  

Given that we have a representative agent, we can apply the standard Hansen-Sargent formulas. All we need to determine is the fundamental $f_t$ consistent with the agent’s information set. If the traders observe $\varepsilon_{1t}$ and $\varepsilon_{2t}$ directly ($\Omega_t = \mathbb{V}_t(\varepsilon_1) \lor \mathbb{V}_t(\varepsilon_2) \lor \mathbb{V}_t(f) \lor \mathbb{V}_t(p)$), the agents believe the fundamentals process follows

$$f_t = \sum_{i=1}^{2}(\lambda - L)\tilde{a}_i(L)\varepsilon_{it}$$  \hspace{1cm} (A.22)
If the traders do not observe $\varepsilon_{1t}$ and $\varepsilon_{2t}$ directly ($V_t(f) \lor V_t(p)$), the agents must derive the Wold representation for $f_t$, which is

$$f_t = \sum_{i=1}^{2}(1 - \lambda L)\tilde{a}_i(L)e_{it}$$  \hspace{1cm} (A.23)

where $e_{it} = (\lambda - L)/(1 - \lambda L)e_{it}$. Applying the standard Hansen-Sargent formula to (A.22) and (A.23) gives (2.15) and (2.17), respectively.

A.5 Proof of Proposition 2

The complete information, homogeneous beliefs price of Corollary 2 is given by

$$p_t = \left( \frac{L(\lambda - L)\tilde{a}(L) - \beta(\lambda - \beta)\tilde{a}(\beta)}{L - \beta} \right) e_t$$

The econometrician’s Wold representation of Proposition 1 delivers

$$p_t = \left( \frac{(1 - \lambda L)L\tilde{a}(L) - \beta(\lambda - \beta)\tilde{a}(\beta)(1 - \lambda L)}{(L - \beta)(\lambda - L)} \right) e_t$$  \hspace{1cm} (A.24)

where $e_t = (\lambda - L)/(1 - \lambda L)e_t$. Note that the econometrician is conditioning on a strictly smaller information set, $e_t$, which is a distributed lag of $e_t$. Thus the econometrician’s contemporaneous innovation is a linear combination of past shocks seen by the agents. However, there are no missing fundamentals here. The agent is using unobserved information (the sequence of $e_t$), to better forecast future values of $f_t$ and hence $p_t$. Therefore, the conditioning down arguments of of Hansen and Sargent (1991) and Campbell and Shiller (1987) apply and the econometrician’s inferences will be correct. We need to show that the conditional second moments of are identical across the two information sets.

$$\text{var}(p_t^{Rf}|e_t) = \text{var}(p_t^{pf}|e_t), \quad \text{var}(p_t^{R}|e_t) = \text{var}(p_t^{R}|e_t), \quad \text{cov}(p_t^{R}, p_t^{pf}|e_t) = \text{cov}(p_t^{R}, p_t^{pf}|e_t)$$  \hspace{1cm} (A.25)

where $p_t^R$ and $p_t^{pf}$ represent the perfect foresight price and the remainder term as identified in (3.4)–(3.5) and conditional on the information set of the agent $e_t$ and econometrician $e_t$. Assuming $e_t \sim N(0, 1)$, the covariance generating functions for each perfect foresight price $p_t^{pf}$ and the remainder term $p_t^R$ are given by

$$G^{pf}(z)|e = (1 - \lambda z)\left[ \frac{\lambda - z}{1 - \lambda z} \right] \left[ \frac{\tilde{a}(z) z^{-1} \tilde{a}(z^{-1})}{z - \beta} \right] \left[ \frac{\lambda - z^{-1}}{1 - \lambda z^{-1}} \right] (1 - \lambda z^{-1})$$

$$= \frac{(\lambda - z)\tilde{a}(z) (\lambda - z^{-1})\tilde{a}(z^{-1})}{z^{-1} - \beta} = G^{pf}(z)|e$$
\( G^R(z)\varepsilon = \frac{\beta^2 \tilde{a}(\beta)^2 (\lambda - \beta)^2}{(z - \beta)(z^{-1} - \beta)} \left[ 1 - \lambda z \right] \left[ \frac{1 - \lambda z}{1 - z} \right] \left[ 1 - \lambda z^{-1} \right] \left[ \frac{1 - \lambda z^{-1}}{1 - z} \right] \varepsilon \)

Calculating the covariance terms using the residue calculus

\[ \text{cov}(p_t^R, p_t^P|\varepsilon_t) = \frac{\beta \tilde{a}(\beta)(\lambda - \beta)}{2\pi i} \oint \frac{(\lambda - z)z\tilde{a}(z)}{(z - \beta)(z^{-1} - \beta)} \frac{dz}{z} = \text{cov}(p_t^R, p_t^P|\varepsilon_t) \]

### A.6 Proof of Proposition 3

The price is given by

\[
p_t = \left[ (\lambda - L)\tilde{a}_1(L) - \frac{\beta(\lambda - \beta)\tilde{a}_1(\beta)}{L - \beta} + \frac{\chi_1\beta(1 - \kappa)(1 - \lambda^2)}{\lambda(1 - \lambda\beta)(1 - \lambda L)} \right]\varepsilon_t \quad (A.26)
\]

The variance of \( p_t \) is

\[
\text{var}(p_t) = \text{var}(p_t^P) + \text{var}(p_t^A) + \text{var}(p_t^B) - 2\text{cov}(p_t^P, p_t^A) + 2\text{cov}(p_t^P, p_t^B) \quad (A.27)
\]

Note that \( \text{cov}(p_t^A, p_t^B) = 0 \) because \( p_t^A \) is a function of future \( \varepsilon_t \)’s and \( p_t^B \) is a function of past \( \varepsilon_t \)’s. The first two terms of \( (A.26) \) are the homogeneous beliefs equilibrium. Therefore \( \text{var}(p_t^A) - 2\text{cov}(p_t^F, p_t^A) = -[(\lambda - \beta)^2\beta^2\tilde{a}_1(\beta)^2]/(1 - \beta^2) \).

\[
\text{var}(p_t^A) = \frac{\chi_1^2\beta^2(1 - \kappa)^2(1 - \lambda^2)}{\lambda^2(1 - \lambda\beta)^2} \quad (A.28)
\]

and

\[
\text{cov}(p_t^B, p_t^F) = \frac{\chi_1\beta(1 - \kappa)(1 - \lambda^2)}{\lambda(1 - \lambda\beta)2\pi i} \oint \frac{(\lambda - z)z\tilde{a}_1(z)}{(z - \beta)(1 - \lambda z^{-1})} \frac{dz}{z} = -\frac{\chi_1\beta(1 - \kappa)(1 - \lambda^2)}{\lambda(1 - \lambda\beta)2\pi i} \oint \frac{(z - \lambda)z\tilde{a}_1(z)}{(z - \beta)(z - \lambda)} \frac{dz}{z} = -\frac{\chi_1\beta(1 - \kappa)(1 - \lambda^2)}{\lambda(1 - \lambda\beta)2\pi i} \oint \frac{z\tilde{a}_1(z)}{(z - \beta)} \frac{dz}{z} = -\frac{\chi_1\beta^2(1 - \kappa)(1 - \lambda^2)\tilde{a}_1(\beta)}{\lambda(1 - \lambda\beta)} \quad (A.29)
\]

Combining \( (A.28) \) with \( (A.29) \) coupled with the homogeneous beliefs correlation gives Proposition 3.

### A.7 Proof of Proposition 4

Begin by writing the econometrician’s Wold Representation in \( (3.1) \) as follows

\[
\begin{bmatrix} f_t \\ p_t \end{bmatrix} = \begin{bmatrix} A_1(L) & A_2(L) \\ K(A_1) + h_1 & K(A_2) + \Phi(h_2 + \frac{L}{1-\lambda L}) \end{bmatrix} \begin{bmatrix} \xi_{1,t} \\ \xi_{2,t} \end{bmatrix} \quad (A.30)
\]
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where \((h_1, h_2, \delta)\) are as defined in the statement of the Proposition, and \(\Phi \equiv \beta(\lambda - \beta)\). This follows from (3.1) by multiplying out the matrices, defining the \(K(\cdot)\) operator as the usual Rational Expectations pricing function (given by the Hansen-Sargent formula), and defining \(A_1(L) = -\eta(1 - \lambda L)\beta(L)\) and \(A_2(L) = (\lambda L)\beta(L)\). The first component (pertaining to \(\xi_1\)) generates the following projection

\[
\beta E_t p_{t+1} + f_t - p_t = \beta L^{-1} \left[ \frac{LA_1(L) - \beta A_1(\beta)}{L - \beta} + h_1 - (A_1(\beta) + h_1) \right] + A_1(L) - \frac{LA_1(L) - \beta A_1(\beta)}{L - \beta} - h_1
\]

\[
= \frac{\beta - L}{L} \left[ \frac{LA_1(L) - \beta A_1(\beta)}{L - \beta} \right] + A_1(L) - \beta L^{-1} A_1(\beta) - h_1
\]

\[
= -h_1 \tag{A.31}
\]

The second component (pertaining to \(\xi_2\)) generates the following projection

\[
\beta E_t p_{t+1} + f_t - p_t = \beta L^{-1} \left[ \frac{LA_2(L) - \beta A_2(\beta)}{L - \beta} + \Phi(h_2 + \frac{\delta}{1 - \lambda L}) - (A_2(\beta) + \Phi(h_2 + \delta)) \right]
\]

\[
+ A_2(L) - \frac{LA_2(L) - \beta A_2(\beta)}{L - \beta} + \Phi h_2 + \frac{\delta}{1 - \lambda L}
\]

\[
= \frac{\beta - L}{L} \left[ \frac{LA_2(L) - \beta A_2(\beta)}{L - \beta} \right] + \beta L^{-1} \left[ \frac{\Phi \delta}{1 - \lambda L} - \Phi \delta - A_2(\beta) \right]
\]

\[
+ A_2(L) - \Phi \left( h_2 + \frac{\delta}{1 - \lambda L} \right)
\]

\[
= -\Phi \left( h_2 + \frac{\delta(1 - \beta \lambda)}{1 - \lambda L} \right) \tag{A.34}
\]

Adding these two components gives us the result in Proposition 4.

**B Frequency Domain Techniques (Not for Publication)**

This appendix offers a brief introduction to the frequency domain techniques used to solve the model. Rather than match an infinite sequence of unknown coefficients, we employ the following theorem and solve for a fixed point in a function space.

**Theorem** (Riesz-Fischer): Let \(\{c_n\}\) be a square summable sequence of complex numbers (i.e., \(\sum_{n=-\infty}^{\infty} |c_n|^2 < \infty\)). Then there exists a complex-valued function, \(g(\omega)\), defined for \(\omega \in [-\pi, \pi]\), such that

\[
g(\omega) = \sum_{j=-\infty}^{\infty} c_j e^{-i\omega j} \tag{B.1}
\]

where convergence is in the mean-square sense

\[
\lim_{n \to \infty} \int_{-\pi}^{\pi} \left| \sum_{j=-n}^{n} c_j e^{-i\omega j} - g(\omega) \right|^2 d\omega = 0
\]
and $g(\omega)$ is square (Lebesgue) integrable

$$\int_{-\pi}^{\pi} |g(\omega)|^2 d\omega < \infty$$

Conversely, given a square integrable $g(\omega)$ there exists a square summable sequence such that

$$c_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} g(\omega) e^{i\omega k} d\omega \quad (B.2)$$

The Fourier transform pair in (B.1) and (B.2) defines an isometric isomorphism (i.e., a one-to-one onto transformation that preserves distance and linear structure) between the space of square summable sequences, $\ell^2(-\infty, \infty)$, and the space of square integrable functions, $L^2[-\pi, \pi]$. The sequence space, $\ell^2$, is referred to as the ‘time domain’ and the function space, $L^2$, is referred to as the ‘frequency domain’. The equivalence between these two spaces allows us to work in whichever is most convenient. A basic premise of this paper is that in models featuring higher-order beliefs, the frequency domain is analytically more convenient.

In the context of linear prediction and signal extraction, it is useful to work with a version of Riesz-Fischer theorem that is generalized in one sense and specialized in another. In particular, it is possible to show, via Poisson’s integral formula, that the statement of the theorem applies not only to functions defined on an interval (the boundary of the unit circle), but to analytic functions defined within the entire unit circle of the complex plane. However, when extending the theorem in this way we exclude functions with Fourier coefficients that are nonzero for negative $k$. That is, we limit ourselves to functions where $c_{-k} = 0$ in equations (B.1) and (B.2). This turns out to be useful, since it is precisely these functions that represent the ‘past’ in the time domain. A space of analytic functions in the unit disk defined in this way is called a Hardy space, with an inner product defined by the contour integral,

$$(g_1, g_2) = \frac{1}{2\pi i} \oint g_1(z)g_2(z) \frac{dz}{z} ,$$

Rather than postulate a functional form and match coefficients, we solve for a single analytic function which represents, in the sense of the Riesz-Fischer theorem, this unknown pricing function. The approach is still ‘guess and verify’, but it takes place in a function space, and it works because the Riesz-Fischer theorem tells us that two stochastic processes are ‘equal’ (in the sense of mean-squared convergence) if and only if their $z$-transforms are identical as analytic functions inside the (open) unit disk. The real advantage of this approach stems from the ease with which it handles noninvertibility (i.e., nonrevealing information) issues. Invertibility hinges on the absence of zeros inside the unit circle of the $z$-transform of the observed market data. By characterizing these zeros, we characterize the information revealing properties of the equilibrium.