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Abstract

Volatility in critical socio-economic indices can have a significant negative impact on global development. This thesis presents a suite of novel big data analytics algorithms that operate on unstructured Web data streams to automatically infer events, knowledge graphs and predictive models to understand, characterize and predict the volatility of socioeconomic indices.

This thesis makes four important research contributions. First, given a large volume of diverse unstructured news streams, we present new models for capturing events and learning spatio-temporal characteristics of events from news streams. We specifically explore two types of event models in this thesis: one centered around the concept of event triggers and a probabilistic meta-event model that explicitly delineates named entities from text streams to learn a generic class of meta-events. The second contribution focuses on learning several different types of knowledge graphs from news streams and events: a) Spatio-temporal article graphs capture intrinsic relationships between different news articles; b) Event graphs characterize relationships between events and given a news query, provide a succinct summary of a timeline of events relating to a query; c) Event-phenomenon graphs that provide a condensed representation of classes of events that relate to a given phenomena at a given location and time; d) Causality testing on word-word graphs which can capture strong spatio-temporal relationships between word occurrences in news streams; e) Concept graphs that capture relationships between different word concepts that occur in a given text stream. The third contribution focuses on connecting the different knowledge graph representations and structured time series data corresponding to a socio-economic index to automatically learn event-driven predictive models for the given socio-economic index to predict future volatility. We propose several types of predictive models centered around our two event models: event triggers and probabilistic meta-events. The final contribution focuses on a broad spectrum of inference case studies for different
types of socio-economic indices including food prices, stock prices, disease outbreaks and interest rates. Across all these indices, we show that event-driven predictive models provide significant improvements in prediction accuracy over state-of-the-art techniques.
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Chapter 1

Introduction

Many socio-economic indices have historically shown high volatility in several countries, especially in the developing world. Volatility in important indices, such as, commodity prices, unemployment rate, currency exchange rates etc. can adversely impact the state of the economy of a country. Commodity price instability has a negative impact on economic growth, countries’ financial resources, and income distribution, and may lead to increased poverty instead of poverty alleviation. Many countries, including India, derive more than 90% of their export earnings from commodities. Unstable currency exchange rates can also lead to fluctuations in commodity prices. Thus, monitoring these socio-economic indicators and understanding their volatility is an important task for a stable and healthy economy. Despite numerous fluctuations that have been observed decades, we still lack a fundamental understanding why does a particular socio-economic index fluctuate at a given time and location and how do fluctuations across different indices relate to each other. Economists who have studied such problems often rely on predefined economic models to understand and predict volatility of a given socio-economic index. Computational researchers who have studied such problems have primarily used computational modeling techniques to analyze structured time series data. The rapid proliferation of unstructured data streams on the web combined with the emergence of highly sophisticated computational linguistics algorithms in the past decade presents a unique opportunity to understand socio-economic fluctuations. This thesis makes the following fundamental research contribution: we present a suite of novel big data analytics algorithms that operate on unstructured news streams to automatically infer events, knowledge graphs and predictive
models to – understand, characterize and in specific cases, predict – the volatility of different socio-economic indices.

The web is a repository of large information and most of it is in the form of unstructured text. It can be overwhelming for a user to look for specific information in this large pool of text. Our primary goal in this thesis is to have a precise and succinct representation of this large volume of data. We propose novel ways of representing events by extracting information from these texts. This notion of events is a lower dimension representation of web documents reporting about events and incidents happening around the world, representing the information in a much more precise form. The events represent isolated points in this data. Based on how things have happened over time and location, many relations can be understood that are not obvious. Our second contribution is centered around finding such latent relationships between events. These relations are depicted through the different knowledge graphs proposed in this thesis. Finally, we use the lower dimensional and precise form of representing web text (events) and the latent relationships between them (knowledge graphs) and combine them with observed time-series data of a phenomenon (e.g. fluctuations in socio-economic indicator) to understand what types of events are driving these phenomena and how we can use them to predict these phenomena. This flow is depicted in Figure 1.1.

We motivate the vision of this thesis using simple examples of socio-economic index volatility in the context of India. Figures 1.2, 1.3 and 1.4 shows the variation of three socio-economic indicators in the
last few years. Figure 1.2 shows the price onion in India between 2006 and 2012. Figure 1.3 shows how Indian Rupee has performed against US Dollars in last 4 years and finally Figure 1.4 is stock prices of Indian IT company Infosys. All these figures are a reflection of the unstable nature of India’s economy. Fluctuations in onion prices can have adverse effects as it is one of the most consumed food crop in the country. In last 7 years onion prices have seen an increase of almost 400%. Such, instability in the price can affect the farmers, the consumers as well as the government. Rate of Indian Rupees (INR) against U.S. Dollars (USD) have been very unstable as well, the rate has ranged from 45 INR to almost 70 INR in a span of 2 years. India’s economy is very dependent upon import and export of goods, which is directly affected by the foreign exchange rates. In this thesis, we try to understand the nature of such fluctuations and its effects by monitoring, in parallel, news events. We explore how Web data can be used to identify these changes, understand the impact and in certain cases predict them. The larger goal is to provide a toolset for early detection and proper management of these problems, using the methods proposed in the thesis.

Broadly, this thesis looks at two different types of data. On one side there is a collection of unstructured news streams and on the other side, a set of structured data of various socio-economic indicators. There are many challenges involved in analyzing these unstructured data. These data are large in volume, noisy and do not follow a uniform structure. Our methods are designed to be tolerant to such noises, efficient in dealing with such huge volumes of data. Information extracted from the unstructured news is represented in a reduced form, using events, visualization frameworks and knowledge graphs for easier interpretation of news. Some of these visualizations and knowledge graphs are designed to be human-readable, so that human experts can perform their own analysis with this information, This gives an opportunity for human users to combine external tools and our data for their analysis. Simultaneously, we provide our own frameworks to use the events, knowledge graphs and combine them with the structured data to build predictive and analytical tools for socio-economic indicators. Another challenge is combining the structured and unstructured data. These two types of data are very different structure and properties. Combining them efficiently and effectively are some of the main challenges addressed in this thesis. Figure 1.5 provides a summary of the different reduced forms of online news and the overall flow of the process through these components and how they interact with each other. The unstructured online data are converted into precise form and into different knowledge graphs. These conversions are used to build frameworks for better visualization and search interfaces for this large volume of data. On the
other hand, the precise form of this data, and the latent relationships are used to extract features. These are effectively combined with the fluctuations in the structured time-series data to learn models that can characterize the fluctuations and subsequently predict the fluctuations.

The larger goal can be achieved by solving four sub-problems – (1) defining a succinct way of representing events from news articles; (2) identifying how events are related to each other; (3) which events are associated with observed fluctuations in an indicator of interest; and (4) how this information can combined to design predictive models to predict the volatility of of a socio-economic indicators. In the remaining part of this chapter we discuss our approach to achieve these steps and at the end we present some inference case studies where our methods were applied and tested.
1.1 Contributions

The main contributions of this thesis centered around addressing these steps:

1. Given a location, time and topic, using the web as the data source, build an automatic inference engine that can identify the critical trends for that location and topic.

2. Process a large corpus of news articles to identify the mail events from them and how these events can be classified and represented

3. Building knowledge graphs depicting,
   - (a) Latent relationships between different events and connecting them to external phenomenons for prediction
   - (b) human readable relations between news events and external socio-economic indicators (such as, food prices)
   - (c) graphical structure of words appearing in articles to understand causal links between them
   - (d) extracting structures from unstructured domain-specific texts in the form (key, value) pairs

4. Exploiting these relationships to build predictive models for socio-economic indicators

5. Understand and characterize changing patterns in land using satellite images

The following section summarizes the thesis with an introductory summary of each chapter.

1.2 Summary of Chapters

1.2.1 Inference of Location-specific Critical Trends

Given a location, time and topic, using the web as the data source, build an automatic inference engine that can identify the critical trends for that location and topic. In this chapter, we describe the design of a system that mines disparate information sources on the Web to automatically summarize important trends for any specific location and construct a location-specific and topic information portal. We apply this method to monitor key agricultural and climatic trends in India. We have evaluated the system across 605
different districts in India. The results revealed a pan-India scenario of different problem affected areas. The key findings from this work include, around 64.58% of the districts of India suffer from soil related issues and 76.02% have water related problems. We have also manually validated the authenticity of our information sources and validated our summarized results for specific locations with findings in reputed journals and authoritative sources.

1.2.2 Summarization Search

In this chapter we propose a new web search interface that are suitable for regions with infrastructural issues, limiting the access to the Web. Mobile networks in developing regions have been plagued by three basic problems: low bandwidth, high latency and high costs. Due to these factors, mobile web users in these regions are known to have a highly intermittent and relatively non-interactive user experience. In this paper, we consider the case of mobile search and propose Summarization search, a new search paradigm for mobile users where the basic goal is to provide a single summarized and relatively complete search response for every user search query. Summarization search is specifically designed as a relatively non-interactive, one-time quick shot search experience for mobile users where a mobile user can issue focused queries for specific information search needs. Our summarization search engine is designed as a meta-search service on top of conventional search services to generate a single summarized and condensed search response based on extracting the “most useful” information from the underlying search result pages. Our system yielded a high accuracy (82-92%) for three classes of focused queries: task oriented queries, category specific queries and focused issue focused queries for specific information search needs. queries sampled from the AOL log. We also performed a user study with 400 queries and 30 users. The user study results show that in a scale of 1 (best) to 5(worst), 45% of the cases, users rated the result as '1' and 40% of the cases were rated as '2', with an average rating of 2.09 across all users for all queries. Another task in the user study revealed that for around 55% of queries, users found their information in the summarized result. This demonstrates the effectiveness of the summarization search interface, where users’ information requirement is fulfilled with just one operation of submitting the search query.
1.2.3 Extraction of (Key,Value) Pairs from Domain-specific Unstructured Data

One of the larger goal in this thesis is to convert large amount of text available in the web into a precise and summarized form. In this chapter we provide a method that targets specific types of domain-specific text that can be represented using a succinct (key, value) pairs. In this chapter, we focus on the problem of extracting structured labeled data from short unstructured ad-postings from online sources like Craigslist, where ads are posted on various topics, such as job postings, rentals, car sales etc. A fundamental challenge in addressing this problem is that most ad-postings are highly unstructured, short-text postings written in an informal manner with no inherent grammar or well-defined dictionary. In this chapter, we propose unsupervised and supervised algorithms for extracting structured data from unstructured ads in the form of (key, value) pairs where the keys naturally represent topic-specific features in the ads. The unsupervised algorithm is centered around building an affinity graph, using the words from a topic-specific corpus of such ads where the edge weights represent affinities between words; the (key, value) extraction algorithm identifies specific groups of words in the affinity graph corresponding to different classes of key attributes. The supervised algorithm uses a Conditional Random Field based training algorithm to identify specific structured (key, value) pairs based on pre-defined topic-specific structural data representations of ads. Based on a corpus of car and apartment ad-postings from Craigslist, the unsupervised algorithm reported an accuracy of 67.74% and 68.74% for car and apartment ads respectively. The supervised algorithm demonstrated an improved performance with accuracies of 74.07% and 72.59% respectively.

1.2.4 Event Analytics and Prediction from News Articles

We propose a novel method of representing news events using the conventional event extraction task parameter – event triggers. The event model is based on the assumption that every news article is about one and only one event and this event is drawn from a larger event class, modeled by similar event triggers. An event class represents an abstract grouping of similar events agnostic of spatio-temporal, entity or topic based features. Whereas, an event represents an instance of an event class with specific spatio-temporal features along with entities and topics participating in the event. This instance or the occurrence of the event is manifested in a news article. Our model captures the central event (within the headlines or the lead (first) paragraph) as a collection of words/phrases that best describes the main theme of the article,
Figure 1.6: Events related to the phenomenon of onion price rise

called event triggers. Subsidiary events in an article are events that are described in the body of the article and are related to the central event; similar to the central event, the subsidiary events are also represented by a collection of words. Our event class model can model any events, provided that there exists at least one article in the corpus that is about that event. So, our model overcomes two main limitations of existing frame works – lack of flexibility and reliance on external knowledge bases and ontologies [73]. As our model is capable of extracting generic events from any corpus and these events are not specific to any domain or class.

Events extracted from news can be used to build a succinct representation of large amount of news. Such a representational framework can have numerous applications. In this chapter, we also show how these events can be used to characterize and predict fluctuations in macro-economic indicators. Many macro-economic indicators are sensitive to real world events. Proper characterization of events can help to identify the events that drive the fluctuations in these indicators. In this chapter, we present models based on our event classes, designed to predict the fluctuations in macro-economic indicators based on event occurrences. We evaluate the models by predicting price fluctuation points of four crops and stock prices of four companies in India using a 7 years of news articles published from India. Experimental results show that our model demonstrated an improvement of 5-10% over baseline systems, including an LDA-based predictive model. Experimental results show that our model can predict sudden fluctuations in food price with an accuracy of 62% and stock prices with an average accuracy of around 64%. There are some additional contributions of this chapter.
Event Phenomenon Graphs

There are many phenomenons that have a direct or indirect influence from external events. For example, a sudden drop in a company’s stock price can be an effect of a negative news about the company (e.g. the CEO got arrested). Traders, who are interested in a company’s stock will be interested to know what events might affect the company’s stock prices. For many such phenomenon, there might be a set of events that are quite likely to influence its trend. Event phenomenon graph addresses this question – what events are typically linked to a sudden change in a specific variable or index. For a given phenomenon related to a variable (e.g. sudden drop in a company’s stock price), such a graph can be built by observing a sufficiently large data from the past containing many occurrence of the phenomenon. Based on the time and the location of the phenomenon, finding the events that are potentially related to the phenomenon can be obtained by finding which events are more likely to occur when the phenomenon was observed than the phenomenon was not observed. An example event-phenomenon graph is shown in Figure 6.5.

Word Causality Graph

In general, studies exploring word-word relations within a corpus are limited to the relations within a sentence or consecutive sentence. There are some models, where association between words are not limited to a sentence or within a local region of a document, sometimes across documents. LDA type topic models is an example of such a model. Where many words are clustered together to forms topics. Here, the words relations are defined as how they combine with different proportions to form different topics. We extend the idea of word-word relations into a completely different aspect. We explore how words are related across time. In other words, if we observe a set of words at a particular time $t$, we ask what are other words that are likely to be observed at $t, t+1, t+2$ and so on. We build time-series of the probability of different words appearing across time and compare these time-series to find how to words co-vary across time. Word time-series can be used to find correlation or causality and derive different types of temporal relations between words.

We use a news corpus for 7 years between 2006 and 2012, and use the articles published across these years to build a vocabulary and the temporal distribution of that. The time-series of words are build based on the relative frequency of these words for a given day. We apply different methods to find association between words, which includes, correlation coefficients, likelihood ratio, mutual information. All these
methods can help in finding mutual dependence between words. However, these methods are unable to find causal links between words. We employed a particular causality test, called Granger Causality to exploit the causal links between various word pairs, if exists. Using successful causal pairs of words we constructed a causal word graph that summarizes all the causal pairs found in the corpus. A small part of the larger word causality graph is shown in Figure 1.7. Chapter 6 explains the causal graph in much more details.

1.3 Inference Case Studies

We apply some the ideas presented in this thesis in a couple of real-world applications. In this part of the thesis we present two such applications using other data sources apart from news

1.3.1 Concept Graphs and Comprehension Diagnostics for TextBooks

Good textbooks are organized in a systematically progressive fashion so that students acquire new knowledge and learn new concepts based on known items of information. We provide a diagnostic tool for quantitatively assessing the comprehension burden that a textbook imposes on the reader due to non-sequential presentation of concepts. We present a formal definition of comprehension burden, build a concept graph and an algorithmic approach for computing it. We apply the tool to a corpus of high school
textbooks from India and empirically examine its effectiveness in helping authors identify sections of textbooks that can benefit from reorganizing the material presented.

1.3.2 Satellite Image Analytics and Land Change Patterns

Changing patterns in agricultural land availability is one of the fundamental problems that impacts food security in developing regions like India. Rapid economic growth coupled with increasing populations and changes in climatic patterns are among the main factors impacting availability of agricultural land. In this paper, we present the design of a satellite image analytics engine that we use to perform a detailed analysis of changes in agricultural land patterns over a 13-year time period (2000-2012) in West Bengal, India, traditionally considered one of the most fertile areas in the world. Our satellite analytics engine can perform a fine-grained analysis of macro-granular satellite images and classify small portions of land in each image into different categories: agricultural, developed, forest and water bodies. Our analytics engine can analyze temporal changes in land patterns and compute the percentage of change in land under each category. Based on detailed food production data gathered in collaboration with the bureau of statistics of West Bengal, we analyze the correlations between changes in agricultural land patterns and corresponding changes in food production (normalized by change in yield patterns). This analytics tool is targeted for government and non-governmental policy makers to analyze land pattern changes and correlate them with food security metrics.
Chapter 2

Related Work

2.1 Large Text Representational Schemes

Recent advances in text mining techniques have produced many sparse, low dimension representational schemes for text documents. Topic models, such as pLSI \[39\], LDA \[12\], where a large corpus of documents with a vocabulary $\sim$100,000 words can be represented using $\sim$100 topics. These models have made knowledge acquisition from natural language text easier and more effective. Such representation of documents has been effectively used in online news articles. TAM \[47\] or TM LDA \[98\] modeled the temporal aspect of topics. MedLDA \[107\] uses maximum margin classifier jointly modelled with topics to build predictive models for categorical and continuous variables. Vaca et al \[95\] used a collective matrix factorization method to track emerging, fading and evolving topics from news streams. Shahaf et al. \[83\] developed a metro maps like visualization scheme to understand how news articles are connected to each other, which helps in understanding the news better.

2.2 News Analytics and Applications

There have been some works that have news data in building novel applications. Radinsky and Horvitz \[73\] proposed a framework to predict events from news data, such as predicting disease outbreaks after natural phenomena. The work by Rudin et al \[76\] involves predicting the next event in a sequentially organized data using association rule mining and Bayesian analysis. Amodeo et al \[7\] proposed a hy-
brid model to predict future events using a New York Times corpus. FBLG [19] focussed on discovering temporal dependency from time series data and applied it on to a Twitter dataset about the Haiti earthquake. In a similar work by Luo et al [55] showed the correlation between events and time-series data. Hogenboom et al evaluated the effects of rare news events on stock prices and eventually improved the performance of Value-at-Risk (VaR), a popular tool for assessing portfolio risk [40].

Some works have focussed on predicting specific variables from news data, such as stock price. Hagenau et al [35] proposed a new scheme to include context from financial news and market feedback to better predict stock prices. Ming et al [59] used WSJ corpus and sparse matrix factorization to predict stock prices and Gidofalvi [31] also used financial news to predict volatility of stock prices. Si et al [89] used text sentiment for stock price prediction. Other works emphasizing on predicting stock prices include [104] [14] [25]. Similar works have been proposed for political indicators [28].

2.3 Event Extraction

Specifically, extracting events from news has witnessed a larger number works. There have been two different methods of identifying and extracting events – data-driven and knowledge-driven approaches. Data-driven approaches are commonly used for natural language processing applications. These approaches rely solely on quantitative methods to discover relations. Data-driven approaches require large text corpora in order to develop models that approximate linguistic phenomena within the text. Most of the data driven approaches use statistical and machine learning methods to find association between entities in the text and eventual discovery of event elements. There are several examples found in the literature which use data-driven text mining approaches for event extraction. For instance, in their 2009 work, Okamoto et al. [66] used hierarchical clustering technique to identify local events. Liu et al. [53] used weighted undirected bipartite graphs in addition to clustering to extract key entities and significant events from news items. Clustering techniques are also employed by Tanev et al. [92], in their work on real-time extraction of violence and disaster events. [16] [16] applied word-based statistical text mining in their work. A major fallacy of these data-driven approaches is that they ignore the semantics present in the text mined [41]. However, since these approaches are not based on knowledge, neither linguistic resources, nor expert (domain) knowledge are required.

In contrast to data-driven methods, knowledge-driven text mining is often based on patterns that ex-
press rules representing expert knowledge. It is inherently based on linguistic and lexicographic knowledge, as well as expert knowledge on the domain of the text. Majority of these works employ lexico-syntactic patterns \cite{20,21} or lexico-semantic patterns \cite{22}. The former patterns combine lexical representations and syntactical information with regular expressions, whereas the latter patterns also make use of semantic information. Semantics are usually added by means of knowledge base or linguistic resources \cite{23}. Nishihara et al. \cite{63} extracted personal experiences from blogs by means of three keywords (place, object, and action) that together describe an event, using lexico-syntactic patterns. \cite{29,29} and Hung et al. \cite{43} also focussed on lexico-syntactic pattern matching for event detection. The work by Xu et al. \cite{100} is another example of using patterns for mining very specific prize award events. They used seed patterns and learned more patterns from the text data. The disadvantage of using knowledge based approaches is the requirement of lexical knowledge and prior domain knowledge. Another disadvantage is that patterns are often hand tuned and are aimed for very specific types of events, making scalability an issue.

There are numerous other data-driven approaches using different techniques and data sources to extract events and apply them in different contexts. Radinsky and Horvitz \cite{72} used a news corpus to extract events predict the occurrence of certain events days before they actually occurred. Similar works include finding similarities in events related to international conflicts \cite{75} or riots \cite{81}. Different types of data have been used for similar event related analysis. For example, using query logs to predict flu trends \cite{33,42} or finding political issues \cite{99}, using social media (e.g. Twitter) to predict stock prices \cite{93,83}.

The methodology of this thesis has also been motivated by the concepts of topic modeling particularly LDA \cite{12}. There have been numerous variations of LDA proposed, such as supervised LDA (sLDA) \cite{11}, correlated LDA \cite{9} MedLDA \cite{107} etc. Some of the LDA based models incorporated temporal information to include temporal dynamics of topics, as a result these models bring “event” like aspect into topics. In general, all these models fall into two categories. The models in the first category do not impose a global distribution assumption about how topics evolve over time. In other words, these models assume that topics change over time depending on their previous conditions following a Markovian process. The examples in this category are Dynamic Topic Model (DTM) \cite{10}, proposed by Blei and Lafferty and Continuous Time Dynamic Topic Models (cDTM), proposed by Wang et al \cite{97}, embedding state-space models into topic models. The second category of models usually imposes a global distribution of temporal dynamics. For instance, Wang et al. introduce a beta distribution over timestamps and
incorporate it into the standard topic model. Masada et al. assume a Gaussian distribution over the whole time-line of topics. Based on the two basic categories, other extensions are proposed. For example, Nallapati et al. and Iwata et al. tried to model topic over time using a hierarchical structure.

2.4 News Visualization

New analytics and visualization has been a prominent area in information retrieval and knowledge discovery. Shahaf and Guestrin [82][85] developed a framework to find event chains across news articles to build story lines and building metro map like visualizations. Ahmed et al [5] presented a unified framework to group incoming news articles into temporary but tightly-focused storylines, to identify prevalent topics and key entities within these stories, and to reveal the temporal structure of stories as they evolve. Kim and Oh [48] proposed a similar framework, based on probabilistic topic modeling, for uncovering the meaningful structure and trends of important topics and issues hidden within the news archives on the Web. Central in the framework is a topic chain, a temporal organization of similar topics. Another instance of automatic timeline generation is the work by Yan et al [101][102]. They modeled trans-temporal correlations among component summaries for timelines, using inter-date and intra-date sentence dependencies, and present a novel combination. Allan et al’s [6] work focused on temporal summaries of news stories as extracting a single sentence from each event within a news topic, where the stories are presented one at a time and sentences from a story must be ranked before the next story can be considered. Mei and Zhai [56] studied discovering and summarizing the evolutionary patterns of themes in text streams. They presented a general probabilistic method for solving this problem through, discovering latent themes from text; constructing an evolution graph of themes; and analyzing life cycles of themes. Gillenwater et al [32] used threads to find relationships between documents. Threads are coherent chains of documents linking related documents together. Yang et al [103] developed a model-based method for discovering common progression stages in general event sequences. They used a generative model in which each sequence belongs to a class, and sequences from a given class pass through a common set of stages, where each sequence evolves at its own rate. NIFTY [90] is a news meme tracker over a large news corpus to track and cluster the flow of such short texts and phrases. PATTY, [61] a system for learning semantic relationships from the Web. PATTY is a collection of relations learned automatically from text. It aims to be to patterns what WordNet is to words. The semantic types of PATTY relations enable advanced search
over subject-predicate-object data. With the ongoing trends of enriching Web data (both text and tables) with entity-relationship-oriented semantic annotations. Yan et al [101] presented a novel framework for Evolutionary Timeline Summarization (ETS). Given the massive collection of time-stamped web documents related to a general news query, ETS aims to return the evolution trajectory along the timeline, consisting of individual but correlated summaries of each date, emphasizing relevance, coverage, coherence and cross-date diversity. ETS greatly facilitates fast news browsing and knowledge comprehension and hence is a necessity.

A main contribution of this thesis is knowledge discovery through news articles, particularly identifying causal dependencies between events. Similar works related to knowledge discovery has also been in the focus. DeepDive [64] is a similar system that does knowledge-base construction (KBC) from hundreds of millions of web pages. DeepDive [64] employs statistical learning and inference to combine diverse data resources and scalable algorithms. REX [27] takes a pair of entities in a given knowledge base as input and efficiently identifies a ranked list of relationship explanations. Furthermore, REX efficiently enumerates and explains the relationship by ranking them considering multiple factors. Jo et al introduced “The Web of Topics”, where topic discovery was combined with the evolution of topics. Although this method was applied on a corpus of scholarly articles, it can easily be extended to topic discovery from news articles.

Extracting information from a huge pool of documents is hard. Having a structural representation in the resulting articles can benefit users in meeting their information needs. There are different methods to find out the a good structure. Capturing relations between individual entities within a collection of news articles [26] may be too fine grained, while relations between large complex and dispersed topics [12] may be too vague. Linear structure have also been proposed to uncover the structure of a story, numerous tools have moved beyond list-output. Many of these approaches boil down to timeline generation. This style of summarization only works for simple stories, which are linear by nature. In contrast, complex stories display a very non-linear structure: stories split into branches, side stories, dead ends, and intertwining narratives. [6][91]. Another popular representational choice is a graph [56]. While a graph is surely more expressive than a timeline, these methods offer no notion of path coherence: the edges in the graph are selected because they pass some threshold, or belong to a spanning tree. We believe that the notion of coherent paths facilitates the process of knowledge acquisition for the users. Shahaf [82] which is a combination of multiple linear structures are good for closed stories but cannot tell us what else happening
around the main events and whether those events are linked to the main story.

Our approach overcomes this limitation by combining the linear and graphical representation schemes. From a search query STAG connect the resulting articles with similar events and co-occurring events together. This provides an option to explore many hidden relations in the news as she is exploring the news.

Automatic extraction of information has been a popular area of study in recent years. This topic detection and tracking from online documents, including news articles. LDA [13] and its variations like Dynamic LDA [10] are popular models in this area. There are other models based on LDA that has shown effective results in mining information from online data. Such works include TM LDA [98], which is a temporal topic model capable of tracking topic transitions in social media. Topic chain [49] is another such example and it builds chain of topics with emphasis on long-term topics, short-term topics and shifts in topic focus. A similar work is by [83], which constructs a coherent story by linking news articles for better understanding of news from a huge collection of articles [83]. Another example of a work related to topic transition and evolution is TAM [47]. TAM models trends over continuous time to detect topic co-occurrence distribution over time. Captures topic evolution over time, predicts timestamps of unlabeled documents based on temporal topics etc. Predic Vaca et al [95], focused on discovering and tracking topics from online news streams to find emerging, fading and evolving topics, using collective matrix factorization approach.

There has been numerous works related to prediction of various parameters from news articles. Radinsky et al [74] used a collection of New York Times articles to predict events like drought few days in advance. Other parameter predicted from online news and social media, include stock prices. Zhang and Skiena [104] have used frequency, sentiment polarity, and subjectivity to build sentiment-based market-neutral trading strategy. Other works related to trading and stock price prediction include, [79] [14] [80] [94] [15] [25].
Chapter 3

Inference of Location-specific Critical Trends

In this chapter, we present the design of a simple location-specific inference engine that can automatically crawl web data pertaining to a given phenomenon and extract critical location-specific trends that closely relate to the phenomenon. This chapter provides important motivation to showcase the effectiveness of using unstructured data from the web for understanding spatio-temporal characteristics of important socio-economic indices. We specifically use the case of agriculture in the context of India as an example for the study presented in this chapter. However, the idea can be easily extended to other topics in other regions.

3.1 Motivation

Historically, due to favorable geographical conditions, India’s economy has always been dependent on agriculture. Perennial rivers have provided with abundant water, as well as formed fertile basins, both crucial for farming. Consequently, about 55.9% of total land area in India is cultivable [174] and agriculture contributes approximately one-fifth of total gross domestic product (GDP) and it accounts for about 10% of the total export earnings[173]. Also, 58.4% of the population in India is dependent on agriculture[173] for their livelihood.
Various, constantly evolving factors have drastic effects on agriculture, as well as on its influencing parameters, such as soil conditions, water availability, climate etc. Recent studies revealing that agriculture in India is under serious threat due to changing environment [175]. Changing climatic conditions, such as changes in monsoon patterns, is resulting into frequent floods in some regions and droughts in others; Rising sea levels are increasing the salinity of the soil in coastal areas. These changes are leading to low productions in farming. Apart from natural causes man-made changes, like, massive deforestation or increase in environmental pollution can also adversely affect farming. Practices such as, uncontrolled use of chemical fertilizers or pesticides can also decrease the soil fertility, resulting in lower yield in production.

While there is a general awareness of these facts but there is a definite lack of knowledge on how these factors have an effect in agriculture or in particular locations. Hence, most of the problems are not taken care of properly and they continue to cause destruction. A probable remedy would be to acquire knowledge and deduce solutions out of it.

From the above discussion it is clear that, any decline in agriculture can bring upon devastating effects on India’s economy. Hence, a system to safeguard agriculture can bring upon positive consequences.

Previously, there have been various attempts to apply Information and Communication Technology (ICT) based solutions for agriculture. The project Digital Green [143] has investigated the option of using videos to disseminate information about agricultural practices and methods among the community. Avaaj Otalo, is an example of using mobile phones and audio interface to provide information to the farmers [145]. The system aAQUA [144], provides a multilingual web interface for farmers. With the help of aAQUA, farmers can get answers to their queries from remote experts, through rural kiosks. The system AgrIDS [147] is another instance of using information technology based agricultural information dissemination system. AgrIDS is a web-based system, which helps to send agriculture experts’ opinions to farmers with the help of human coordinators. They have demonstrated how experts’ help through AgrIDS has helped some cotton farmers in India, with better yields and reduced expenditure.

Some similar systems developed or used outside India, include, the web-based application developed by Xin and Hu [146], to assist in agricultural emergency against natural disasters. In this work, the authors used Google Earth application to obtain necessary geographical information to asses disasters and provide a remedy, thereafter. Also, the web decision support system built by Tambour et al [148], which focuses on helping farmers with strategic and operational assistance to overcome uncertain environment. Some
works have focused on applying ICT on environment related issues such as water resource management [158]. Data Observation Network for Earth (DataONE) [151] is an initiative to provide, distribute and share information about the environment for better understanding and awareness.

3.2 System Details

The overall idea of our system is to leverage the wealth of information available on the Web to automatically construct a location-specific information portal that can summarize the key climatic and agricultural trends in a given location. Our basic system is designed around the following design steps,

- Creating a location specific repository of documents from the Web
  - Identifying target topics and appropriate search queries
  - Downloading the top results using the query set and deriving new features
  - New searches with the derived features
  - Validating the webpages to avoid inauthentic data

- Analyzing the text for identify critical patterns
  - Extracting relevant information from the text
  - Inferencing the main problem areas in the location
  - Summarizing and presenting extracted information and the key trends

For example, if we want to analyze the problems regarding agriculture and climate change in a particular region, say Jabalpur, in Madhya Pradesh, we can search the web for documents about Jabalpur and related topics, using queries, such as, “Jabalpur soil erosion”, “Jabalpur water availability” etc. Relevant information from the downloaded webpages can be extracted and summarized to identify the critical trends regarding the major problems and threats faced in Jabalpur in terms of agriculture and climate change. The overall flow of the system is shown in Figure 3.1.
3.3 Information Retrieval from the Web

This section discusses the process of gathering information of the web. This process has two major steps. Framing a set queries which helped to search for the best resources from the vast pool of documents the Web offers. In the subsequent step some preliminary processing was done to validate the information sources.

3.3.1 Base Document Set

A significant step of this work was to create a channel in the web to get relevant information. In order to obtain such information an important task was to identify some key terms associated with the topic, i.e. agriculture and its dependencies, such as climate. There are various factors on which agriculture is heavily dependent upon. A carefully chosen set of such terms can be used as queries to search and identify meaningful and contextual pages from the Web. Hence, the primary step of this work was to identify the important categories and frame a list of queries which can provide a good description of each category. We identified six major categories influencing agricultural production. These are: soil, water, climate, agricultural practices, crops and pesticides/fertilizers. For a more minute description,
each category was associated with numerous keywords. For example, soil is an important parameter in agriculture. The main characteristics of soil which influence agriculture are soil type, soil fertility, soil moisture, etc. Additionally, there can be some important phenomenon associated with a category. For example, for soil, such a phenomenon can be “soil erosion”. The location, category and a keyword are combined to form the search query. A typical search query to a search engine took the form of “Location + Category + Keyword”. A simple example is “Jhabua + soil + erosion”. The final list had 52 queries across all 6 categories. Table 3.1 shows some of the queries used across the categories.

Note that the set of keywords in this table are only representative and may not be complete. We specifically chose these keywords as one representative sample set of queries to illustrate the power of this approach. This approach can be generalized for a better choice of search queries.

For each query, we downloaded the first 64 documents featured as the top results. So, these 64 documents for each 52 queries served as the initial corpus of documents and a basis for primary analysis. Google API [177] was used as a tool to search the Web.

The process of acquiring documents is summarized below.

Let $Q_c$ be the set of keywords related to the category $c \in C$, where $C$ is the set of 6 categories. For any location $Loc$,
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Table 3.1: A Segment of the Query List

<table>
<thead>
<tr>
<th>Categories</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil</td>
<td>Type</td>
</tr>
<tr>
<td></td>
<td>Quality</td>
</tr>
<tr>
<td></td>
<td>Fertility</td>
</tr>
<tr>
<td></td>
<td>Erosion</td>
</tr>
<tr>
<td>Water</td>
<td>Ground water level</td>
</tr>
<tr>
<td></td>
<td>Rivers</td>
</tr>
<tr>
<td></td>
<td>Dam</td>
</tr>
<tr>
<td></td>
<td>Irrigation</td>
</tr>
<tr>
<td>Climate</td>
<td>Climate</td>
</tr>
<tr>
<td></td>
<td>Weather</td>
</tr>
<tr>
<td></td>
<td>Flood</td>
</tr>
<tr>
<td></td>
<td>Rainfall</td>
</tr>
<tr>
<td></td>
<td>Drought</td>
</tr>
<tr>
<td></td>
<td>Deforestation</td>
</tr>
<tr>
<td>Agriculture, Crops,</td>
<td>Crops</td>
</tr>
<tr>
<td>Pesticide/ Fertilizers</td>
<td>Crop disease</td>
</tr>
<tr>
<td></td>
<td>Pesticide</td>
</tr>
<tr>
<td></td>
<td>Seeds</td>
</tr>
<tr>
<td></td>
<td>Methods</td>
</tr>
<tr>
<td></td>
<td>Harvest</td>
</tr>
<tr>
<td></td>
<td>Fertilizers</td>
</tr>
</tbody>
</table>
was not in the query set. This depicted that the area is suffering from fluoride contamination and this particular problem area was ignored in the primary query set. Thus, “fluoride” can be a new feature with respect to the topic in hand.

document set which were outside the query set we used. In order to perform such a task, there is a need to recognize a set of “popular” terms within the document set. For example, a particular set of words appear with a very high frequency that can be termed as important in this context. However, some terms specific to the English language can occur frequently within the text, like “of the”, “and with” etc. Hence, the critical features should have a very high frequency within the documents downloaded but must occur relatively less frequently in a more general place, like in the web.

We used an N-gram based approach to extract these extra features from the initial set of documents. An N-gram refers to a collection of N consecutive words in a document. We defined an N-gram to represent a critical trend associated with a topic if the N-gram had a high rank but was not a very commonly occurring N-gram on the Web. Hence, an N-gram with high Term Frequency (TF) is an indicator of a critical trend. However, frequently occurring N-grams could also be just an artifact of the language in which the text is written (for example, the term “of the”). To differentiate those N-grams that are important to the topic, we eliminated the N-grams which occurred very frequently in common English texts. The list of the very common N-grams was obtained from the Linguistic Data Consortium dataset. An N-gram with significantly high frequency and not present among the frequent N-grams (from the LDC corpus) is definitely an important phrase within our text corpus. Therefore, this N-gram is one of the features identified.

These extra set of features were included as new keywords and were used to perform an extended search in the web to get additional documents. The new pages downloaded from this second phase of searches were added to the original repository. The process of identifying new features and getting additional documents is summarized below:

\[
\text{For all } c \in C \text{ do} \\
\{T\} \leftarrow \text{computeNgrams}(D_c, n) \quad [\text{where } 1 \leq n \leq 5] \\
\text{For all } t \in T \text{ do} \\
\text{If } \text{freq}(t) \geq \text{freq}_{th} \text{ and } t \notin LDC \text{ [where LDC represents the frequent N-grams in LDC corpus]} \\
\{\text{NewFeatures}\} \leftarrow t
\]
\{ D_c \} = \{ D_c \} \cup \text{searchWeb}(\text{Loc} + t) \\
\text{End If} \\
\text{End For} \\
\text{End For} \\
\text{At the end of this process, } D_c \text{ will be an extended set of documents for the category } c.

### 3.3.3 Page Validation

Validation of the information obtained was an essential step as some websites can produce false data. Moreover, analyzing data from the same source can falsely increase the importance of a fact. Hence, to make the information available from our system robust there was an additional step to check for duplicate sources and also their authenticity.

**Duplicate Removal**  
Web searches using different but similar query terms might return pages from the same domain. As a result, the same information will be repeated and it will be erroneously considered important for repeated occurrences. However, in reality the same information has been obtained from the same domain and it is a mere repetition of the same facts. Hence, during downloading the pages from the web, the pages were checked for duplicate domains. That is, a page was eliminated if contents from pages from the same domain were selected for a certain number of times previously. Thus, duplicate texts were avoided.

In addition, there was a duplicate checking module which explicitly checked whether duplicate text exists. Application of different semantic, lexical or statistical methods \[149\] can yield better results but we followed a simpler approach for similar text exclusion. We represented the paragraphs using feature vectors. Presence of a feature was represented as 1, and 0 otherwise. Thus, the paragraphs were represented by a string of 1s and 0s. Low distance between paragraphs depicted a similarity between them. Paragraphs whose distances were lower than a threshold were considered for duplicate removal. This step ensured that the information produced by the system was from disparate sources.

**Authenticity of the Sites**  
In some websites, like blogs or personal homepages, data can be presented without any authentication. Our system is vulnerable to this kind of incorrect information. One of the simplest way to avoid that was to use the PageRank \[179\] score of the page. This score gave an estimation
of the reliability and relative importance of a webpage. In our system, we have considered only the pages whose PageRank was greater than 3 out of 10. This simple screening ensured some authenticity in the information retrieved by our system.

### 3.4 Summarizing Critical Trends

In the previous section, we discussed how information was gathered from the Web. The next step involved identifying the relevant text regions from the documents. In order to realize that, we used the concept of term frequency-inverse document frequency (tf-idf) [178] measurement. The tf-idf is a metric through which the importance of a word in a set of documents can be understood. It is a combination of two separate weights, term frequency (tf), which is a local parameter and inverse document frequency (idf), which is a global parameter. The tf is the frequency with which the word appears in the document and idf is the estimate of the number of documents it appears in. Low value of idf signifies the generality of the term and hence, the low importance in the current context. Higher value of combined tf-idf denotes greater associativity between the word and the document. We were interested in finding the relevant portions within a document. Hence, the concept of inverse document frequency was slightly changed and adapted to find the same measure, but with respect to the paragraphs in the documents. Here, the value of tf-idf signified the associativity of the word with a paragraph in a document.

We calculated the cosine similarity between the query (a combination of the name of the location and the keywords) and the paragraphs of the documents, using the tf-idf value between them. The following formula was used for this computation.

For a query or a feature \( q \) and paragraph \( p_j \)

\[
sim(q, p_j) = \frac{\sum_{t=1}^{T} w_{t,j} \cdot w_{t,q}}{\sqrt{\sum_{t=1}^{T} w_{t,j}^2} \cdot \sqrt{\sum_{t=1}^{T} w_{t,q}^2}}
\]

where \( T \) is the number of terms in the query \( q \) and \( w_{t,p} \)

\[\text{represents the weight of a query term (t) within the paragraph (p), defined as,}\]

\[w_{t,p}\]

\[\text{This is similar to tf-idf measure but here it is computed w.r.t paragraphs instead of documents}\]
\[ w_{t,p} = tf_t \cdot \log \left( \frac{|P|}{|\{t \in P\}|} \right) \]

where, \( tf_t \) is the term frequency of \( t \) in paragraph \( p \) and \( P \) is number of paragraphs in the document.

The value \( w_{t,p} \) for each query term \( t \) denoted the relevance of \( t \) in paragraph \( p \). Note that this measure is inverse paragraph frequency which is slightly different from the traditional inverse document frequency (IDF) used in information retrieval. Inverse paragraph frequency is the IDF metric applied considering each paragraph as a separate document. This ranking mechanism allowed us to rank at a paragraph granularity to extract the most useful text snippet paragraphs for a given topic and location. The significance of computing cosine similarity \( \text{sim}(q, p_j) \) for all query terms \( t \) is that it is a quantitative estimate of the similarity between the query and each paragraph of the document. High value of similarity between a query \( q \) and a paragraph \( p_j \) denotes higher importance of \( p_j \) for \( q \). This implies \( p_j \) is an important portion of the document for the query \( q \). Hence, \( p_j \) should be selected as a part of the information being searched for \( q \).

The decision, of selecting a part of the text as relevant, was based on the similarity value discussed above. If the similarity value exceeded a threshold value then it was considered to be important. The selection criteria was defined as:

\[ \text{sim}(q, p_j) > \text{Sim}_{th} \]

The final value of \( \text{Sim}_{th} \) was determined after trials with different possible values. The system was evaluated for 10 locations for each experimental value of the threshold. Manually observing the outcomes from these trial runs the final value of \( \text{Sim}_{th} \) was set to 0.55, which demonstrated relatively better results compared to other values of \( \text{Sim}_{th} \). Results were too generalized when the threshold value was less than 0.55. On the other hand, a greater value tended to eliminate important facts. Hence, any information with similarity value greater than \( \text{Sim}_{th} \) was assumed to have the right amount of details.
3.4.1 Inference Engine

The objective of the inference engine was to identify the main problems in a region with respect to a category from the extracted text of the documents. In other words, provide answers to questions like, “Are there any soil related problems in Jabalpur?” or “Does Sambalpur suffer from water scarcity?”.

Inferring such critical facts were based on the following heuristics.

- **Presence of Keywords**: Each topic is associated with a set of keywords. Some of them were framed manually and the rest were automatically extracted from the repository. Presence of such keywords in a text establishes the importance of the sense portrayed by the query terms. For example, from high frequency of the terms “soil erosion” or “fluoride contamination”, the presence of such problems in that location can be deduced. As, we considered N-grams (\( N \leq 5 \)) during feature extraction, repeated mention of “no soil erosion” or “soil erosion was not observed” cannot be mistakenly inferred as soil erosion problems. In such a case the frequency of “no soil erosion” or “soil erosion was not observed” would exceed “soil erosion”.

- **Number of occurrences from disparate sources**: This metric provided an estimate of the popularity of the information. The severity of the problem can be interpreted from the number of disparate sources which reported the problem.

- **PageRank of the pages**: This metric is a quantitative estimation of the reliability of the information source. Verification of the authenticity of the source can help to avoid inclusion of trends incorrectly termed as critical.

The following algorithm was proposed for the inference engine,

Procedure: SummProblems

1. \( Keywords_c \) is the set of keywords for category \( c \)  
   \[ Keywords_c \text{ is the collection of both manually constructed and automatically extracted keywords} \]
2. For all \( i \) where \( terms_i \in Keywords_c \) do
3. \( S \leftarrow \sum_{k=1}^{D_i}[tfidf_k(term_i) + (A_{ik} \times PR_k)] \)
4. If \( S > T_{th} \) then
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5. The presence of the problem described by \( \text{term}_i \) is true

6. End if

7. End for

8. Repeat steps 1-7 for all categories \( c \in C \)

\( D_c \) represents the total number of documents gathered for a category \( c \) (e.g. soil, water). For example, for soil, \( D_{\text{soil}} \) is the collection of the documents obtained after firing all soil related queries (such, as soil erosion, soil fertility) etc. \( \text{tfidf}_k(\text{term}_i) \) represents the tfidf of \( \text{term}_i \) with respect to the document \( D_k \). \( A_{ik} \) is a binary term and \( A_{ik} = 1 \) if \( \text{term}_i \) is present in the document \( D_k \) and 0 otherwise. Finally, \( PR_k \) is the PageRank value of the webpage from where \( D_k \) is obtained. The \( \sum (A_{ik} * PR_k) \) represents the sum of PageRank of all the different sources which had these terms (combining PageRank with the number of disparate sources).

The N-gram analysis also helped in avoiding misleading inferences. For example, repeated occurrence of “water shortage” or “soil erosion” can mean presence of these problems in that region. However, the phrases could have been “no water shortage” or “little soil erosion”. An N-gram analysis is resistant to such ambiguities as it involves a larger portion of the text.

### 3.4.2 Summarization

The final step was to aggregate the whole information gathered from disparate sources and prepare a summarized version of all the relevant information and critical trends and present them to the users. Text summarization involves extracting only the meaningful portions from larger text and prepare a concise form. There are various methods for automatic text summarization [152][153][154]. We adopted a simple N-gram based approach.

As discussed in the previous section, we obtained a set of keywords (N-grams) which identified the critical parts of the text. For each location and categories we have set of query keywords (manually framed) and a set of features extracted automatically from the gathered text. Using these key terms the important text regions within the documents were identified and retained them as part of the summarized text. The paragraphs in the documents were ranked on the basis of the occurrences of these terms. The ranking values were computed as,
\[ R_p = \sum_{i=1}^{n} (f^i_p) \]

where, \( R_p \) denotes the rank of the paragraph \( p \) and \( f^i_p \) denotes the frequency of the \( i^{th} \) key term in the paragraph \( p \) for all the \( n \) key terms. The \( n \) terms include the predetermined query set as well as the extracted features. Paragraphs with high \( R_p \) values are included in the summarized text.

The resulting text is a concise form of all the text gathered but includes most of the crucial parts. Moreover, this summarized form can be a useful tool for the users to get a quick reference of the important facts.

### 3.5 Evaluation

In this section, we discuss about the performance of the system. First we discuss the methodology used in this evaluation process. Then we elaborate on some of the key findings from the results returned by the system. Then we talk about the variety and the authenticity of the sources used. Finally, we try to perform a qualitative validation on the information obtained by comparing the findings with established theory and facts published in reputed journals.

#### 3.5.1 Results and Observation

**Methodology**

The system was applied on 605 districts of India \[176\], which covers almost whole of the country. For each district, the documents were downloaded and analyzed as discussed in the previous section. The performance of the system was evaluated on the basis of the extracted and summarized information from the results of these 605 districts in India.

Inferencing was based on the method discussed in Section 3.4.1. A location is said to be suffering from a problem (e.g. soil erosion) if the inference module reported the presence of that problem within the document set returned for the location. However, the current version of the inference module is incapable of reporting absence of a problem. If in a location there was no mention of a certain problem the module will cannot assert that the problem is not present there. In such cases the report can be stated as “do not
know” or “cannot decide”. For example, if the system reports 40% of the locations suffer from water scarcity it does not mean the rest 60% is free from water scarcity. It suggests that those 60% of the locations may or may not suffer from water scarcity, the system was unable to infer that.

Results

The summarized text returned by the system revealed some general facts for each location. Like, primary soil type, average temperature, average annual rainfall, normal water availability, major crops, coverage of irrigation etc. In addition, the inference engine reported various problems related to climate and agriculture in these locations.

The system reported that about 64.58% of the districts suffer from soil related problems, mainly soil erosion and infertility and 47.94% of the districts has issues related to crop health, pesticides and fertilizers. The system also reported that 76.02% districts suffer from water related issues, such as water unavailability, droughts, floods etc. This findings are summarized in Figure 5.3.

The pan-India data reveal the graveness of the situation and can act as a serious warning. Almost every region of the country has reported problems regarding soil, water or agricultural issues. This data also signals the necessity of taking immediate steps to prevent further deterioration because any worsening may prove catastrophic.

Particularly threatening picture is obtained from the central part of the country, including the states of Rajasthan, Madhya Pradesh, Chattisgarh, north-west Orissa, Jharkhand and western part of West Bengal. The situation here is far worse than the average national level data. Out 115 districts in this region 103 reported soil erosion, 95 has soil infertility issues, 108 suffer from droughts and only 53 districts has irrigation facilities. Moreover, 86 districts has reported contamination (fluoride or arsenic) in drinking water. These facts vindicate the need for giving special attention to this region. This region is by far the least developed and the most poverty-stricken part of the country. The data revealed from this region sends a strong message to take urgent precautionary steps and to stop further negligence.

A different kind of fact was also reported by the system, how some locations were potentially prone to certain kind of natural calamities. For example, Kutch in Gujrat falls in an earthquake prone zone, proximity to sea makes it vulnerable to cyclones and regular inflows from the sea leads to frequent flooding. Some other such instances include, regular floods in Brahmaputra valley in Assam (district: Nalbari) or devastating cyclones in the coastal districts of Orissa. These calamities cause destruction by damaging
crops as well as affects soil by erosion or increasing salinity (in case of cyclone). Moreover, irrigation is also affected by natural calamities and outbreak of diseases, like malaria are also common.

We also learnt about some location specific factors affecting various parameters. In Faridabad, Haryana, paddy-wheat rotation has caused degradation in soil fertility. Moreover, mine debris blocked feeding channels to drying up lakes, leading to depletion of ground water level. In the regions around Chhatrapur, Madhya Pradesh, numerous ravines created by gully erosion, are heavily under soil loss. Government of Madhya Pradesh has tried to check this soil erosion and expansion of ravines by the means of watershed development and by aerial-seeding for plants like Prosopis, Acacia, and Jatropha in the ravines. In another case, burning is the normal method of rice stubble management in mechanically harvested rice-wheat growing areas of North-West India. This causes air pollution and loss of soil health as well as impacting on animal health.

Similarly, some local success stories also came up within this obtained information. For example, construction of watersheds in Ahemdnagar, helped to fight erosion and drought, both of which are quite prevalent there. Again, Government of Bihar took a positive step when they enacted the Bihar Ground Water act, 2006, which provides mandatory provision of roof top rain water harvesting structures in the building plan in an area of 1000 sq. m. or more. This could potentially resist ground water depletion.

**Extraction of Additional Keywords**

In Section 3.3.2, we discussed that additional features were extracted from the preliminary set of documents, based on N-grams. Here, in Table 3.2 we present some of the relevant features identified from 4 locations.

From this list it can be inferred that Amreli District in Gujrat and Jhabua in Madhya Pradesh might suffer from fluoride contamination. Further searches based on these terms on the location can reveal more facts about this problem. Again, for Kurukshetra district in Haryana, the major N-grams based keywords identified were related to “ground water”. Hence, we can interpret that the area is suffering from some issues with ground water. For Bharuch district the main keywords were related to Sardar Sarovar dam and floods. This entails that in that area Sardar Sarovar dam is one of the highlighting features there may be some problems related to the dam and frequent floods. This demands further investigations.

The keyword identification module also reported some features like, “Government of Haryana” (for Kurukshetra, Haryana) or “the gulf of Cambay” (for Bharuch, Gujrat). These are contextual features, as
Kurukshetra is in the state of Haryana and Bharuch is close to the gulf of Cambay. However, this kind of features are not very relevant in this context and can add noise to the inference mechanism. To avoid such issues, these kinds of keywords need to excluded. Hence, a future improvement would be to devise a method which would identify and omit such keywords.

### 3.5.2 Validity of Information

There are chances that false information might penetration through the system. In other words, how authentic is the data reported by the system? For example, if the system reports that a location is suffering from soil related problems, is it true or a false alarm? To ensure the authenticity of the information made available by our system, we followed two approaches. First, analyzed the nature of the websites the system got its information from. Then, we tried to analyze the information qualitatively. We compared the system’s findings with scholarly articles on similar topics published in government reports, reputed journals and magazines. It is assumed that these articles carry authentic and accurate information. By finding the similarity between the accounts of these scholarly articles and our system’s findings, we verified the authenticity of the facts produced by our system.
Quality of the Information Sources

Here we present some statistics related to the webpages used by the system for retrieving information. These data show the kind of websites used by the system for information retrieval, the authenticity of the webpages, uniqueness of the sources etc. The results are summarized in the following figures.

![PageRank Distribution](image)

**Figure 3.2: PageRank distribution**

**PageRank Distribution**  Figure 3.2 shows the PageRank [179] distribution of the webpages used by the system. The average PageRank is 6.4/10. This is a fairly high value. Usually, pages belonging to reputed institutions which are frequently visited have PageRank value as high as that. Hence, it can be inferred that the system used quite reliable web pages for the information extraction.

![Classification of webpages](image)

**Figure 3.3: Classification of webpages**
**Diversity of Websites**  Figure 3.3 depicts the various web sources used by the system and their share of contribution. From the figure it can be seen that the major share of the information were taken from sites like, governmental portals, organization sites, news articles and educational portals. These are quite reliable sources of information and it can be assumed that the information obtained by the system through these sites are authentic.

**Main Contributing Sites**  Apart from the data discussed above, we also tried to identify the top contributing sites. They are as follows,


The list includes some of the specialized environment and agricultural portals from India and also some leading Indian news sites.

Furthermore, we tried to check the number of distinct domains the system used for the whole process. We found that about 83.94% of the sites were distinct, i.e. only 16.06% pages were repeated during the information retrieval process. This fact proves that most of the information gathered by the system has been from very disparate sources and chances of duplication of facts are very low.

**Manual Validation of Information Retrieved**

Some of the findings of the system were validated using articles from journals on related topic. For example for many locations, the data presented in Figure 5.3 and other findings from the system were verified from articles published in journals like Journal of Soil and Water Conservation, Journal of Indian Academy of Science, Journal of Hydrological Sciences, Proceedings of International Union of Geophysics and Geodesy, etc. Similarities were found between these scholarly articles and the system’s results.

For example, the system reported high fluoride contamination in the water of Jhabua district in Madhya Pradesh. From the system’s output,

“In tribal areas of Jhabua district, in which some of the villages were affected by Guinea worm (water borne disease) and high fluoride content in drinking water”
The same fact has been validated from a report published by Central Ground Water Board, Ministry of Water Resources, Government of India [156]. Similarly, other outputs from the system were manually validated by comparing them from different scholarly articles or organizational reports. Table 3.3 shows some of the location-specific problems reported by the system which were verified through this process.

From the above discussion, it can be inferred that the information produced by the system is authentic and can be found mentioned in various scholarly articles or government reports. As, the system is only capable of retrieving and processing html files from the Web and the articles used for manual validation were all in pdf format, there are no chances that the system found the information from the same source. This claim further vindicates the authenticity of the system’s findings.

However, there can be more rigorous validations of the system’s output. This can be done in variety of ways. For example, evaluating the system’s performance by domain experts and taking an opinion score, manually gathering related data from the Web and other sources and finding the similarity between the outcomes of the manual mode and the system’s output etc. Such further validations will greatly enhance the system’s reliability.

3.6 Summary

This work is based on the premise that information dissemination and awareness can help in preventing major devastation in agriculture due to environment related issues. Our system incorporates a novel scheme where localized information on various agriculture and environment related topics are retrieved from the Web and processed to provide concise information from which critical trends on the topic for a location can be interpreted.

The work has been evaluated by obtaining such information for 605 districts in India. The results demonstrated the some effectiveness of the system in achieving the desired goals. Fetched information revealed various facts about the regions, major areas of concern and their vulnerability to different factors.

These results clearly shows that web data can be a useful resource to make inference about key trends given a topic and a location. However, there are certain drawbacks in the approach adapted in this work. Firstly, the data collection method introduces noise. The topic specific data were collected from the Web using focused queries. This method can retrieve relevant information, however, lower ranked pages for a query can often contain irrelevant information. This might lead to inaccurate deduction by the system.
<table>
<thead>
<tr>
<th>Location</th>
<th>Reported problem</th>
<th>Verified from</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jhabua</td>
<td>soil, water contamination</td>
<td>Govt. report [156]</td>
</tr>
<tr>
<td>Vellore</td>
<td>water scarcity</td>
<td>Govt. report [157]</td>
</tr>
<tr>
<td>Bidar</td>
<td>crop, water</td>
<td>Govt. report [160]</td>
</tr>
<tr>
<td>Malda</td>
<td>soil erosion</td>
<td>Journal article [155]</td>
</tr>
<tr>
<td>Haryana</td>
<td>soil quality</td>
<td>Journal article [159]</td>
</tr>
<tr>
<td>Nalbari</td>
<td>flood</td>
<td>Govt. report [161]</td>
</tr>
<tr>
<td>Bharuch</td>
<td>crop disease</td>
<td>Govt. report [165]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tech. Report [169]</td>
</tr>
<tr>
<td>Korba</td>
<td>air pollution, soil</td>
<td>Conf. article [164]</td>
</tr>
<tr>
<td>Kurnool</td>
<td>rainfall</td>
<td>Journal article [167]</td>
</tr>
<tr>
<td>Kozhikode</td>
<td>ground water</td>
<td>Govt. report [172]</td>
</tr>
<tr>
<td>Ratnagiri</td>
<td>drought</td>
<td>Tech. Report [170]</td>
</tr>
<tr>
<td>Bareilly</td>
<td>crop production</td>
<td>Tech. Report [171]</td>
</tr>
<tr>
<td>Sikkim</td>
<td>soil erosion</td>
<td>Govt. report [162]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Journal article [163]</td>
</tr>
<tr>
<td>Gaya</td>
<td>fertilizer, soil quality</td>
<td>Tech. Report [168]</td>
</tr>
</tbody>
</table>
Similarly, location-specific queries might not always fetch pages about the exact location. Thus, this might lead to having results about many other locations. Finally, there were no control about the time. As a result a web search query might fetch outdated information. The system was built on the assumption that these factors were not true. Hence, the next logical step is to collect data from reliable sources, where the information is up to date. Also, the documents are clearly marked with location and time so that these parameters can be controlled. Considering all these factors, we narrowed down the data sources to be reliable news sources, where all these criteria are met. The remainder of the thesis is about expanding this idea, using more sophisticated methods and reliable data to infer similar trends for socio-economic indicators and other applications. We start with two novel applications using some focussed web data.
Chapter 4

Summarization Search

4.1 Introduction

In this chapter, we present a new interface for web search by presenting summarized content of news based on the results returned by a commercial search engine. Using any conventional search engine to search the news presents the user with a list of pages related to the user query. We contend that this conventional search model does not work well for searching online news articles. We further argue that conventional model is has additional disadvantages in developing regions due to poorer infrastructure. Building and expanding infrastructure for networks have suffered from various problems, like difficulties in licensing appropriate portions of the spectrum (for wireless networks), negotiating land use, navigating bureaucracy or corruption \[223\]. In places with existing network infrastructure, the network suffers from poor coverage, limited connectivity, high round trip delays \[223\], Intermittent connections, and limited bandwidth \[220\]. Studies have shown, improving upon these limitations can bring upon significant improvement in web access and usefulness of the web in developing regions \[218\]. Apart from infrastructure and network related issues, cost is also an important factor in developing regions. Unlike developed countries, subscribers do not pay a fixed value for unlimited data transfer, the operators usually charge on a pay-per-use basis \[219\]. Hence interactive applications such as search for news from mobile phones can be extremely slow and frustrating to the users. Several prior efforts have proposed important optimizations at different network layers including the design of new transport protocols \[225\], novel prefetching
techniques, delay tolerant network solutions etc.

We propose *Summarization Search for News* as a new paradigm for news search. The basic objective of *Summarization Search* is to provide a one-round search abstraction with the goal of enhancing the utility of a single and concise search response for a user search query. Summarization Search operates as a layer on top of conventional search engines and leverages existing search engines to obtain search results for user queries but aims to build a summarization layer for users that can summarize all the search results in a condensed response for the user. The goal is to either directly answer the user query or to direct the user to the right search result that may best contain detailed information corresponding to information user is looking for. In the event where the information sought by the user is not present in any of the search result pages, one round search is fundamentally not feasible and the user needs to modify the search query.

The search query model resembles the standard web search interface from a user stand-point where the search query is a collection of keywords. We use natural language processing techniques to identify *critical sections* in the result pages returned by a search engine and provide a condensed summary of these critical sections in the summarization search response. The summary contains the important portions from the resulting pages with respect to the query, ignoring less relevant parts. Moreover, in many cases graphical representation of information is as important as textual information and can provide important additional information to the end-user, especially for better judgment on selecting result links for further exploration. Our summarization engine extracts images relevant to the query and the summarized text from the result pages returned and presents these images along with the summarized text to the user. This approach significantly expands beyond the definition of using 1-line text snippets coupled with web pointers where the user needs to browse through multiple result pages and potentially perform multiple rounds of search queries to determine the appropriate response. In summarization search, users can have a look at the most critical sections of page according to the query in the form of summarized text and this summarized text can itself contain the answer to query or can provide sufficient information to better select the appropriate link for exploration. In contrast to the snippets, where it only helps the user in deciding whether to visit the actual page, summarization search potentially provides that information from the target page into the search result page.
4.2 Methodology

In this section, we focus on the methodology used to obtain a condensed response following a web search query submitted by a user. As a precursor, our summarization engine uses the Google Search API to download the the top 64 (configurable) search result pages. The key goal of the summarization engine is to perform detailed text analysis of all the result pages to prepare a condensed summary page across all the search result pages. Final search response is condensed version of the original text retaining only the critical portions from the larger text, relevant images and corresponding pointers to the individual search result pages, if user feels the need to click on any result page. The three core design components of the summarization search engine are: (a) Text Summarization Engine which extracts relevant summaries of each page; (b) Image Extraction Engine which extracts relevant images from the page; (c) Aggregation and Presentation layer - condense the summaries across pages along with relevant images. Next, we describe the scope of each component individually.

4.2.1 Text Summarization Engine

Text Summarization is a process of creating a concise version of a larger text preserving the main theme of the original text. There are different ways of summarizing a text. Two popular methods used in the NLP literature are Extraction based summarization and abstraction based summarization [211]. Our text summarization uses the extraction based summary approach which involves creating the summary by using exact sentences from the original text. This involves identifying the key sentences/phrases from the original text and using them to form the summary. Our summarization is different from standard extraction based summarization task. Unlike the standard task the extraction in our case is driven by the query terms. The summarized form is supposed to highlight the portion of the documents which have high relevance with respect to the query terms. Our extraction based summarization algorithm has two steps: (a) identification of key terms in a document w.r.t. the query terms; (b) identification of key portions of a documents using the key terms identified in the previous step. The simplest way to perform such a task is to consider only those sentences which contain the query terms. However, such an aggressive summarization approach can significantly reduce the accuracy of the task. Therefore, it is important to identify other phrases within the text which carry significant information. Sentences containing these
terms will help understand the information rich portions within the text and subsequently extract them to prepare the summary.

To identify important key terms in a document we use a natural language parser to parse each sentence. This step breaks down each sentence into noun phrases, verb phrases and prepositional phrases etc. At the leaf level, the tree represents each word of the sentence along with their parts-of-speech tag. The parse tree of the following sentence is shown below

“More than 1,000 Occupy Wall Street protesters have blocked cargo trucks at busy US west coast ports.”

(ROOT
(S
(NP
(QP
(XS (JJR More) (IN than))
(CD 1,000))
(NNP Occupy) (NNP Wall) (NNP Street) (NNS protesters))
(VP (VBP have)
(VP (VBN blocked)
(NP (NN cargo) (NNS trucks))
(PP (IN at)
(NP (JJ busy) (NNP US) (NN west) (NN coast) (NNS ports))))
(. .)))

In the parse tree NP, VP and PP represents noun, verb and prepositional phrases respectively. NP, JJ, VP etc. are parts of speech tags of the words. We parse each sentence and consider only the noun phrases and the verbs from each sentence. The noun phrases are the most informative parts of the sentences and the verbs, which depict the actions have relevance too. After the parsing and extraction of relevant portions of the sentences, as a second step of eliminating unnecessary words, we used a list of English stopwords [200] and the final list of words were taken as the candidate set of words. A simple measure of popularity of a term is the term frequency. As the target set of documents has resulted from a web search query, words with high frequency are contextually important. We normalize the frequency of every candidate term \( t_i \) across all documents using:
\[ P_{\text{corpus}}(t_i) = \frac{n(t_i)}{\sum_i n(t_i)} \] (4.1)

In spite of taking care of eliminating commonly used English terms, a frequency based approach can include words that are still artifact of the language. Hence, to eliminate any such bias another metric was introduced. The new metric was the probability of the term occurring in the Web. For a given term, the Microsoft Ngram Web Service\(^1\) was used to obtain its web probability. Let \( P_{\text{web}}(t_i) \) represent this measure for term \( t_i \). High value of the web probability represents the popularity of the term. This means it has relatively less importance in this context because it tends to appear very frequently in any large English corpus of text. On the other hand, a term with comparatively lower web probability but has higher probability in the search result text means it has more relevance in the current text. Hence, it should be given more importance. So, the net importance score of a term, \( \text{Imp}(t_i) \) appearing in the search corpus is given by:

\[ \text{Imp}(t_i) = \frac{P_{\text{corpus}}(t_i)}{P_{\text{web}}(t_i)} \] (4.2)

This score is similar to TF-IDF but in this case all the documents is a focus set of documents resulting from a query. Hence, many important terms might have high document frequency and using TF-IDF weights will lower their scores. After computing the importance score for each individual term, their score was normalized across the terms in the following way,

\[ \text{Imp}_{\text{norm}}(t_i) = \frac{\text{Imp}(t_i)}{\sum_i \text{Imp}(t_i)} \] (4.3)

The normalized score represent the relative importance of a particular term compared against all other terms. Manually inspecting the terms and the distribution of the importance scores for the text generated from different queries, we observed empirically that usually the top 20\% of the mass represents a meaningful set of terms. Hence, we consider the top 20\% of the terms to represent the candidate term set of the document\(^2\). Hence, any sentences containing these terms are important sentences in the text and should be included as part of the summarized text.

Let \( V = \{t_1, \ldots, t_m\} \) represent the set of chosen candidate terms. To evaluate the importance of the sentence \( s_j \), we computed the similarity between each sentence of the text with the set of key terms (along

\(^1\)http://research.microsoft.com/en-us/collaboration/focus/cs/web-ngram.aspx
\(^2\)In all the cases the original query terms were also found to occur in this set
with their importance score) from the text. The score of each sentence is defined as,

\[
\text{Score}(s_j) = \sum_{t_i \in s_j, \mathcal{V}} w_t \times \text{Imp}_{\text{norm}}(t_i) + \sum_{t_q \in s_j, \mathcal{Q}} w_q \times \text{Imp}_{\text{norm}}(t_q)
\]  

(4.4)

where \( t_q \in \mathcal{Q} \) is a query term belonging to the query \( \mathcal{Q} \). Query terms and non-query terms are assigned different weights, where the weight for a query term \( (w_q) \) is greater than the weight of a non-query term \( (w_t) \). This ensures that the sentences containing query terms are given additional weights. The extracted summary is a collection of sentences keeping two constraints – maximizing the sentence scores while minimizing the size. The sentence score is a monotonically increasing function, so adding more sentences will increase the score, hence the entire document will have the maximum score. However, this will defeat the purpose of creating the summary. The optimum summary should have maximum score while minimum size. Our method uses the “elbow rule”, which involves incrementally inserting a sentence in descending order of score into the summary until the increase in score is nominal or below a threshold. At this point only the size of the summary is increasing without sufficient information content. In the final summary, the sentences are placed in the order in which they appeared in the original document. The algorithm summarizing the entire process is presented below.

Here, the summarization process highlights the critical sections from each document with respect to the query and the final text presented is a collection of the critical summaries from every document. Thus, in the summarized result the boundaries of the documents are preserved. An extension to this approach is creating a single summary from multiple pages among the top results. This extension will result in much less exploration required by the user. This will result in the user viewing a condensed version of all the top result pages instead of going through the summaries individually, thus further reducing the time spent to search for the information.

### 4.2.2 Image Extraction Engine

The process for extracting relevant images pertaining to a query is not an easy task in a web page especially since the visual layout of a webpage may have little resemblance to the actual DOM structure of a page. Ideally, the image from a result page is extracted only if it is relevant to search query and if the position of image is in close proximity to the summarized text generated by NLP text summarization engine for that particular page; however, identifying the close proximity between the text and its corresponding images may not be an easy task. We use a combination of two parsing approaches to extract
Algorithm 1 Summarization Search

procedure SUMMARIZE(query = q, document= d)
    for each $t_i \in V$ do
        compute $\text{Imp}_{\text{norm}}(t_i)$ [Eq 4.3]
    end for
    for each $s_j \in d$ do
        compute $\text{Score}(s_j)$ [Eq 4.4]
        $\triangleright$ the terms in query $q$ is used in Eq 4.4
    end for
    $S \leftarrow \text{sort}([\forall s_j \in d], key = \text{Score}(s_j), order = \text{Desc})$
    $\text{summ}\_\text{score} \leftarrow 0$
    $\text{summary} \leftarrow \text{empty}\_\text{list}$
    for $s_j \in S$ do
        if $\Delta s_{\text{summ}\_\text{score}} \leq \epsilon$ then
            break
        else
            $\text{summ}\_\text{score} \leftarrow \text{summ}\_\text{score} + \text{Score}(s_j)$
            $\text{summary}.\text{append}(s_j)$
        end if
    end for
    $\text{summary} \leftarrow \text{sort}([\forall s_j \in \text{summary}], key = j, order = \text{Asc})$
    $\triangleright j =$ sequence no. of the sentence in document $d$
    return summary
end procedure
Open graph protocol (OGP): The Open Graph Protocol enables any web page to become a rich object in a social graph (http://ogp.me). The web pages conforming to OGP defines basic metadata such as title, type, image and url using predefined OGP tags. Following is the OGP markup for “The Rock” movie page on IMDB:

```html
<html prefix="og: http://ogp.me/ns#">
<head>
<title>The Rock (1996)</title>
<meta property="og:title" content="The Rock" />
<meta property="og:type" content="video.movie" />
<meta property="og:url" content="http://www.imdb.com/title/tt0117500/" />
<meta property="og:image" content="http://ia.media-imdb.com/images/rock.jpg" />
...
</head>
</html>
```

This metadata defines how this particular web page wants to be represented in the social graph and thus represents accurate information about the webpage. The image tag refers to the image which best represents the page. This metadata can be different for every webpage of a single domain. For example, if a news website conforms to OGP then it may define metadata for all news articles differently as the title and image for every news article will be different. Hence, if the result set of the user query includes some content from this embedded web page (which appears as an OGP object), then the corresponding image is the best candidate image in conjunction with the summarized information. The advantage of using this approach is to simply check whether the webpage is conforming to OGP or not. However, not every site may follow the OGP protocol.

Parsing the DOM: If a webpage does not conform to OGP then the image needs to be extracted by parsing the DOM structure of webpage and finding the image which is relevant to query and is in
close proximity to the summarized text of that webpage. The objective is to find images in the DOM structure around text which has been included as part of the summary by the text summarization engine. The proximity of an image with the summarized text is measured by finding the difference in position of both elements in the DOM Structure. Once we locate the relevant element in the DOM structure, the siblings of the text-element are navigated to search for images. If an image exists among the siblings set, then a score is assigned to image equivalent to the number of navigational steps. If none of the siblings of text-element contains an image, then we navigate through the siblings of the parent of text-element. If image is located among siblings of parent then we mark the image and assign it a score as win a similar fashion. If image could not be located even in the siblings of parent element then we abort our search for relevant images. The same process will be repeated for all texts that are part of summarized text.

Finally, image with the lowest score is selected to represent the content of webpage since the one with the lowest score is the closest to the text included in summary. The downside to this approach is that relevant images can be missed if they are not present among the siblings of the text-element or siblings of parent of the text-element but we found anecdotally that this approach seems to effectively extract relevant images in most cases.

### 4.2.3 Aggregation and Presentation

Given the summarized text and images from the individual search result pages, we create a single large document contain all the summarized texts. The aggregation step runs the same text summarization algorithm described earlier on this aggregate document of web page summaries. This step is essentially extracting a multi-document summary across the important paragraphs from individual webpages. The end-result of this step is the top paragraphs from each document that seem most related to the query is identified and collected together to form the multi-document summary. Corresponding to this final filtered set of paragraphs, we order them in the same order as to how the search engine ranked the individual pages and annotate the paragraphs with the corresponding images extracted by the image extraction engine. Each paragraph is also directly linked with the title and the URL of the result page. In case the information summarized is not adequate for the user, the user can use the links to directly navigate to the corresponding result page.
4.3 Evaluation

The goal of the summarization search engine is to maximize the information delivery from a web search query by minimizing the size of the data transaction and the number of user interaction. In developing regions, this can improve user experience as, any interaction with the web suffers from high delay due to poor infrastructure. Moreover, the summarization search engine is designed as a layer on top of any standard web search engine. It uses the ranking, indexing, and searching techniques of the underlying search engine. Thus, the aim of this evaluation is different from any standard information retrieval techniques. The effectiveness of the summarization search engine is evaluated by measuring how fast it can provide the users with results and whether it is decreasing the number of interactions between the user and the web.

To evaluate our system, we need an appropriate set of focused queries. We defined three different classes of focused queries for our evaluation:

**Focused queries sampled from the AOL query log:** Based on the publicly available AOL query log, we took a small sample of 150 focused queries. In these queries the user intent was clear.

**Category specific focused queries:** Popular search engines publish a broad array of categories or information topics online. We chose 25 popular categories from this set and 3-4 queries per category.

**Task oriented queries:** We considered a range of day-to-day activities of users and defined simple information need tasks around these activities. We chose 50 task-oriented settings where a user may search for specific type of information and the corresponding queries.

To evaluate our system for each query, we defined upfront “what is the explicit information need” from a user standpoint and our goal was to test if the summarized search response satisfied the information need or not. There are two basic ways for defining success: (a) If the summarized page has a summarized text that satisfies the information need; (b) The summarized text provided sufficient information for the user to determine the appropriate link to obtain the information in one click from the result page. In a more general notion, the number of explored pages per search query is a measure how successful the summarized result pages were. It also shows how fast a user gets the information once submitted a query. Reducing the amount of data transaction is another goal of this new layer. All this metrics provide a good analysis on whether, this search interface can be effective in developing regions, by reducing total amount of data transacted as well as lowering the number of interaction. Thus, a web search is not bottlenecked
by network related issues prevalent in developing regions.

Finally, we conducted a user study to collect a set queries from users, asking from what types of queries they typically submit from mobile devices. The evaluation of the summarization search interface using these queries were done using another round of user study.

In the remainder of the section, we present our findings from these experiments.

4.3.1 Focused Queries from AOL Logs

The objective of summarization engine is to provide information enough to conclude search in one round or at-least offer information enough for user to select the right link for further exploration. Search responses generated for these queries were analyzed to check whether summarization search engine achieve its objective just described. The results of AOL Queries are shown in Figure 4.1. Out of 150 queries, results of 56 queries retrieved information that user was looking for and thus no further exploration was required. Search response of 76 queries contained enough information to enable user to select the most appropriate webpage for that particular search query and search response of 18 queries could not provide any relevant information. In summary, for the AOL sample query logs, for 37% of the queries, no further browsing was required and in total for 88% of the queries, the appropriate search response could be achieved within a single click and the search could be concluded in one round of interaction. For a significant fraction of the 12% of queries which were not satisfied, the summarized page and the result pages did not accurately capture the information need we had set upfront for the query.

4.3.2 Category Specific Information Queries

We chose a broad array of popular categories of information determined by search engines such as Sports, Movies, Health etc. Within each category, we created a small sample of 3-4 queries and create a pool of 90 queries as part of this category-specific query dataset. Here again, the information need for each query was defined in advance and the search responses to the queries were analyzed to check if they conform to the objective of the summarization search engine. The results of Category Specific Information Queries are shown in Figure 4.2. Out of 90 queries, results of 45 queries retrieved information that user was looking for and thus no further exploration was required. Search response of 40 queries contained enough information to enable user to select the most appropriate webpage for that particular search query and
search response of 5 queries could not provide any relevant information. For these queries, 50% of the times no further browsing was required. In other words, 94% of the times search was concluded in one interaction or user just needed to browse one more webpage. Like result of queries from AOL Logs, these results assert that summarization search paradigm enhances the utility of web-search for mobile users.

4.4 Summary

In this chapter, we presented Summarization Search as a new search abstraction for mobile users and show how this abstraction could be more effective in answering to web queries in developing regions, where web access suffers from a variety of infrastructure related issues. The summarization search was designed
to mimic the conventional web search queries; in this case, our system provides a condensed summary of the relevant paragraphs and images from the search result pages. The condensed summary generation algorithm leverages automatic text summarization to extract and summarize a collection of search result pages for a query. Here, we also observed that adding images to the structured response can enhance the usability and utility of the system. In our evaluations across a diverse set of queries, roughly 89% of the queries in one or maximum two rounds of search interactions. We conducted a user study to further evaluate the summarization search interface. Around 85% of the queries received an average rating of 1 or 2 in a scale of 5 (1 is best) and around 55% of the queries received a majority rating of 1 from all users. These results vindicates the fact that, in developing region, summarization search can be a useful tool to search the web using mobile devices, because it requires less data transactions and lesser number of interactions to meet the users’ information needs, thus circumventing the important limitations of web access in those regions. In the following chapter, we present a similar concept of summarizing text for better search experience. We focus on specific types of websites and content, where there is an inherent structure and try to automatically extract that structure for a more succinct representation of the text.
Chapter 5

Extraction of (Key, Value) Pairs from Domain-specific Unstructured Data

5.1 Introduction

This chapter aims to address the problem of extracting structured information from domain-specific unstructured data in the form of \((key, value)\) pairs where a key represents a specific attribute about the underlying domain with a corresponding value. This problem is largely relevant in the content of the current Web where large volumes of user-defined information in online portals like Craigslist are in the form of unstructured short-message ad-postings. These ad-postings are written in an informal style without a well defined dictionary or grammar and the quality of the textual data tends to be highly variable and noisy; in addition, different users may use different abbreviations and formats for conveying the same information. While humans can easily interpret such ad-postings, it is hard for an automated tool to perform data analysis on them. To enhance machine analysis of such unstructured postings, a critical problem to address is to be able to convert these ad-postings into structured data with defined keys and values.

Given a corpus of ads under a topic (such as car ads from Craigslist), our goal is to extract a structured feature-based representation for all the ad-postings. Specifically, we want to convert any unstructured ad to a set of (key, value) pairs where \(key\) refers to a specific feature corresponding to the topic and \(value\) represents specific descriptive information for that feature. Solving this problem has several important
practical ramifications including enabling a range of advanced search options which can be tailored for topic-specific features; currently many of the advanced search options for unstructured ads are constrained only for specific features (such as cost [price, rent etc.], model, year) with simple field extractors. Our approach can enable the users to search using more specific terms and constraints as well as improve the quality of the results based on existing options.

Our problem is different in spirit from prior work on extracting structured information from unstructured text [34] [36] [57] [24] due to our focus on unstructured ads and the task of extracting (key,value) pairs from these postings. While specific prior work [34] [57] have also examined unstructured ad-postings, the underlying focus of these works have been different from our work. The focus of [34] was to extract field structures from unstructured texts using small amounts of prior knowledge while [57] proposed building a relational database from such texts using external knowledge bases.

This chapter proposes an unsupervised and a supervised algorithm for (key, value) extraction from unstructured ads. In most ads the object advertised is described using some standard features of the object. For example, for apartment ads such features include apartment size, apartment rent, location, number of bedrooms etc. Every ad under a specific topic contains such a generic template and a particular ad is a full description of those features but presented without any proper format. We try to capture this inherent structure in the form of (key,value) pairs, where keys are the features (e.g. apartment rent) and values are a specific value (e.g. $2000) as advertised. The converted structured form of an ad is represented as a set of various (key,value) pairs. The unsupervised algorithm constructs a word affinity graph, where the edge weights represent the affinities between words as measured by the mutual information metric between word pairs. We define three specific classes of keys in the unsupervised algorithm: binary keys, numeric keys and descriptive keys. Binary keys represent specific features where the value is a binary output on whether the feature is present or not. Numeric features involve keys where the value represents a numeric output. Descriptive keys are ones where the key represents a broad category with a possible set of values (e.g., color of a car). The identification of the keys and the values from this graph are determined by analyzing specific affinity patterns of words in the graph with their neighbors.

The supervised approach is trained on a manually annotated training set, where we explicitly assume that the set of keys for a given topic is known previously. We implement a Conditional Random Field (CRF) based method to annotate the ad terms with descriptive keys. This supervised model computes the best sequence of keys – from a predetermined set of topic-specific keys which can best describe the ads –
given the word sequence of an ad. Although, a supervised approach is costlier and difficult to generalize over variety of topics, it demonstrated better performance.

We applied the unsupervised approach on a corpus of 12,984 ads on cars and 10,784 apartment ads downloaded from Craigslist. Evaluating on a manually annotated test set, the unsupervised method achieved an accuracy of 67.74% for cars and 68.74% for apartment ads. The supervised approach was trained on a manually annotated training set of 600 ads from each topic. The supervised algorithm yielded an accuracy of 74.07% for car ads and 72.59% for the apartment ads.

5.2 Problem Statement

A collection of domain-specific text contains repeated mention of attributes specific to the domain. All these attributes can be represented as a list of (key,value) pairs, where the key represents the attribute and value, some typical values of this attribute. Based on this assumption, given \( S = \{S_1, S_2, \ldots, S_n\} \)
where each \( S_i \) is an unstructured text on a specific topic \( t \). The end goal is to convert each \( S_i \) into a set of \( \{<key_{ik}, value_{ik}>\} \), where each \( key_{ik} \) represents some feature or attribute of the domain and \( Value_{ik} \) its value. This means that the original text is approximately represented using \( K \) keys and their corresponding values in a tabular structure. Here, we consider Craigslist ad as an example of such an unstructured domain-specific text and build, evaluate the model using a large corpus of ads from Craigslist, across different topics (e.g. cars, apartments). An example of such a representation of the ad in Table 5.1 is shown in Table 5.3.

We assume that there are three different groups of keys. They can be descriptive, binary and numeric. Descriptive keys are those who can have numerous values, binary keys have only two values, yes/no or present/not present. Finally, numeric keys have numerical values. Table 5.1 shows a typical ad from Craigslist. Here, color can be a descriptive key whose value in this case is black. Other possible values are blue, red, silver etc. Power window, AM/FM Radio are examples of binary keys. As they are mentioned in this ad, their values are yes, else it would have been no. For some other possible binary key, say “power seats”, the value in this case is “no”. Finally, miles, price are examples of numerical key and their values are mentioned close to their occurrences in the ad.

From this example it can also be seen that for descriptive features, the keys sometimes appear in the ad (e.g. Transmission) and on other occasions it does not (e.g. car model or make). For binaries, presence
Table 5.1: A sample ad from Craigslist

| Great car for our New England weather, 2004 BMW 325xi, Color Black, 114k Miles, 4 Door, All Wheel Drive, Automatic Transmission, Alloy Wheels, Fog lamps, Sun/Moon Roof, Air Conditioning, Cruise Control, Heated Seats, Leather Seats, Power Door Locks, Power Mirrors, Power Windows, Rear Defrost, AM/FM Radio, CD Player, Keyless Entry, Trip/Mileage Computer, Driver Air Bag, Passenger Air Bag, price $11,488 |

of the key determines the value. And, for numerical keys, usually the key and the their values both are present in the ad. Different ads follow different formats. Often the keys with same meaning is expressed using different terms, e.g. price of the car can be mentioned using the terms price, cost, offer etc.

5.3 Datasets

To implement and evaluate our methods, we applied them on a corpus of Craigslist ads on 2 topics, cars and apartment rentals. We collected 12,984 cars ads and 10,784 apartment rental ads from Craigslist. We downloaded these ads directly from the Craigslist website belonging to the cities of Boston, New York, Chicago and Los Angeles. We used around 80% of the ads to build the models and kept the rest to test them. The test set was manually labeled to measure the performance.

5.4 Unsupervised Method

The unsupervised method proposed in this chapter is a graph-based approach. The graph constructed using the words in the ads – as vertices – capture the relationships between the words, i.e. an edge between the vertices shows the affinity between them and thus, the constructed graph is called Affinity Graph. This approach is devised on the assumption that across topics, the keys can be classified into

1www.craigslist.org
Table 5.2: Different keys and their occurrence in the ads

<table>
<thead>
<tr>
<th>Label</th>
<th>Type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color</td>
<td>Numeric</td>
<td>Grey with black interior</td>
</tr>
<tr>
<td></td>
<td></td>
<td>shiney red paint</td>
</tr>
<tr>
<td></td>
<td></td>
<td>the color is black</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Red with black racing stripe</td>
</tr>
<tr>
<td>Price</td>
<td>Desc</td>
<td>Best Offer $5000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cost $2952</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asking $2200 firm</td>
</tr>
<tr>
<td></td>
<td></td>
<td>value is 3000$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>price for quick sale 3500 $</td>
</tr>
<tr>
<td>Miles</td>
<td>Numeric</td>
<td>Under 62,000 miles</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approx 170k miles</td>
</tr>
<tr>
<td></td>
<td></td>
<td>has 144,000 miles</td>
</tr>
<tr>
<td>Power steering</td>
<td>Binary</td>
<td>new power steering</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Power Steering, Cruise ...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Control</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Power Steering - Power ...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brakes</td>
</tr>
</tbody>
</table>
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Table 5.3: Corresponding `<key, value>` pairs from Table 5.1 (partial). Desc: Descriptive, Num: Numeric, Bin: Binary

<table>
<thead>
<tr>
<th>Label (Type)</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Make (Desc)</td>
<td>BMW</td>
</tr>
<tr>
<td>Color (Desc)</td>
<td>black</td>
</tr>
<tr>
<td>Miles (Num)</td>
<td>114,000</td>
</tr>
<tr>
<td>Transmission (Desc)</td>
<td>automatic</td>
</tr>
<tr>
<td>Alloy wheels (Bin)</td>
<td>yes</td>
</tr>
<tr>
<td>Air conditioning (Bin)</td>
<td>yes</td>
</tr>
<tr>
<td>Leather Seats (Bin)</td>
<td>yes</td>
</tr>
<tr>
<td>Poor window (Bin)</td>
<td>yes</td>
</tr>
<tr>
<td>AM/FM radio (Bin)</td>
<td>yes</td>
</tr>
<tr>
<td>CD player (Bin)</td>
<td>yes</td>
</tr>
<tr>
<td>Price (Num)</td>
<td>11,488</td>
</tr>
</tbody>
</table>
3 different categories: descriptive, binary and numeric. The affinity graph is designed in a way that these different classes of keys can be easily detected from the graph. Hence, we propose a deterministic rule-based inference mechanism to detect the set of topic-specific keys from the affinity graph and their corresponding values.

5.4.1 Affinity Graph

The entire ad corpus can be represented as a set of $K$ unique terms or words $W = w_1, w_2, ..., w_k$. Here, each $w_i$ can be a key or a value belonging to one of the classes, descriptive, binary or numeric. Intuitively, a key-value pair, belonging to a particular class will demonstrate a strong relationship between themselves. We design a graphical structure that can capture this interword relationships. We construct a graph $G_{aff} = (W, E)$, we call it Affinity Graph, where the vertices correspond to each $w_i$ in $W$ and edges are constructed between vertices when the corresponding words in the ad demonstrate a strong relationship.

The edge weight between two words $w_i$ and $w_j$ is computed as the mutual information between them defined as,

$$MI(w_i, w_j) = \log \frac{p(w_i, w_j)}{p(w_i)p(w_j)}$$

where, $p(w_i)$ is the probability of the term $w_i$ occurring in an ad and the joint probability of two terms are the probability of the two terms occurring next to each other (adjacent) in the corpus. Here, $w_i$ are all the words appearing in the entire ad corpus excluding the stop words and very frequently appearing words. Also, all numeric terms in the ads are replaced by a variable vertex $w_{NUM}$, instead of representing the exact numeric value.

And edges between $w_i, w_j$ are defined as,

$$e(w_i, w_j) \in E \text{ for } \{w_i, w_j\} \in W, \text{ if } MI(w_i, w_j) \gg 0$$

with the edge weight,

$$w_{e(w_i, w_j)} = MI(w_i, w_j)$$
As, mutual information is symmetric, the edges in the affinity graph are undirected. By construction, the Affinity graph will be a collection of disjoint subgraphs.

### 5.4.2 Identification of Labels-Values Pairs from Affinity Graph

The vertices in the affinity graph are of 3 types: descriptive, binary and numeric, based on the orientation of the terms within the affinity graph. The hypothesis behind this clustering is based on the following claims,

- Descriptive keys will form a star-shaped component in the graph, where the center term is the key and the terms connected to it are its values.

- Numeric keys will have a strong relationship with the $w_{NUM}$ vertex. As the values of a numeric key is non standard and not fixed (e.g. price of a car is not a fixed entity, whereas for descriptive keys, like color of a car, have fixed values), this approach can only identify the keys. The value for a particular numeric key has to be extracted from individual ads.

- Binary keys will form strongly related components (in terms of edge weights) and all the terms in that component will have similar weights. Binary keys do not have separate values. The presence of the binary keys is indicative of their values.

Based on these assumptions, we propose an algorithm which takes the affinity graph as input and classifies each vertex into one of the following 3 classes, descriptive, binary or numeric. The proposed algorithm is a deterministic algorithm and is presented as Algorithm 2.

The classification of the vertices into the three classes is based on the degree of the vertices. As per the hypotheses, the different types of keys will have different kinds of orientation in the graph. For example, if a vertex has many edges, the vertex is more likely to be a descriptive key. This makes the association between the words (or an edge between the words) key indicator in identifying the (key,value) pairs. So, the graph needs to be pruned to eliminate the edges which do not demonstrate sufficient affinity between the words. An edge $e(w_i, w_j)$ was pruned if $MI(w_i, w_j) > \lambda_{threshold}$. The $\lambda_{threshold}$ is determined empirically by observing the edge weights of sampled word pairs. Two samples were taken; one with known cases of high affinity and the other with no associations between the pairs. We took the means and
the standard deviation of both the distributions. Assuming that both are normally distributed, we took the 
\( \lambda_{threshold} \) as the average of the data point value at the 95\(^{th} \) percentile of the weak association distribution
and point at the 5\(^{th} \) percentile of the strong association distribution. If \( \text{qnorm}(p, \mu, \sigma) \) represents the
quantile function of a normal distribution with mean \( \mu \) and standard deviation \( \sigma \) then,

\[
\lambda_{threshold} = \frac{\text{qnorm}(0.05, \mu_s, \sigma_s) + \text{qnorm}(0.95, \mu_w, \sigma_w)}{2}
\]

where \( \mu_s, \mu_w, \sigma_s, \sigma_w \) are the means and the standard deviations of the strong and the weak association
edge-weight distributions. Using this threshold edge weight value, we pruned the affinity graph to have
more well defined components. The association in the new components is stronger and well-defined,
eliminating all the weak associations.

The classification of the words into various keys and values can be done by detecting the orientation
of the new components and is done by computing the conditional probability of a vertex \( t \) given its
neighbors for all the vertices in a component (line 4-5 in Algorithm\(^3 \)). The cumulative score (line 6) for
a vertex is the sum of this conditional probability from all its neighbors. If the conditional probabilities
\( P(w_i | w_j) \approx P(w_j | w_i) \) means that whenever \( w_i \) or \( w_j \) occurs they occur together. Hence, they together
constitute a binary key. This concept can be generalized to include binary keys containing two or more
words.

On the other hand for descriptive keys, the key words (e.g. color of a car) should have comparatively
large number of neighbors and the corresponding value words (e.g. black, blue etc.) should only be
associated with the key word. Hence, if \( P(w_i | w_j) \gg P(w_j | w_i) \) then \( w_j \) occurs only with \( w_i \) but \( w_i \) can
occur with other terms. This translates into \( w_i \) is a descriptive key and \( w_j \) is one of the possible value
term as occurred in the corpus.

Finally, the numeric keys can be identified if \( P(w_i | w_{num}) \approx P(w_{num} | w_i) \), which means that if a
term only occurs with a numeric entry in the ads, then that term is a numeric key. Three lists are created
\( \text{Label\_Desc}, \text{Label\_Bin} \), and \( \text{Label\_Num} \), where all the corresponding keys are stored. The function returns
these lists at the end.
Algorithm 2

1: procedure GetKeyValue
2: Input: Affinity graph
3: Output: Set of keys and their values
4: LabelsDesc ← {}
5: LabelsBin ← {}
6: LabelsNum ← {}
7: for each $w_i$ in $W$ do
8:     $score(w_i) = 0$
9: end for
10: for each $w_i$ in $W$ do
11:     for each $x$ in $\text{neighbor}(w)$ do
12:         $P(x|w) = \frac{1}{\deg(w)}$
13:         $score(x) = score(x) + P(x|w)$
14:     end for
15:     for each $e(w_i, w_j)$ in $E$ do
16:         if $score(w_i) \gg score(w_j)$ then
17:             LabelsDesc.add($w_i$)
18:             $Value[w_i] \leftarrow w_j$
19:         else
20:             LabelsDesc.add($w_j$)
21:             $Value[w_i] \leftarrow w_i$
22:         end if
23:         if $score(w_i) \approx score(w_j)$ then
24:             LabelsBin.add($w_i$)
25:             LabelsBin.add($w_i, w_j$)
26:         end if
27:         if $score(w_i) \approx score(w_{num})$ then
28:             LabelsNum.add($w_1$)
29:         end if
30:     end for
31: end for
32: return LabelsDesc, LabelsBin, LabelsNum
33: end procedure
5.4.3 Performance

The graph-based method was applied on a corpus of 10,000 Craigslist ads on cars and 8,000 ads on apartment rentals to learn a set of keys (descriptive, binary and numeric) for the two different topics. The set of keys learned from the training were applied on a set of 2,984 car and 2,784 apartment rental ads to evaluate the performance. (key,value) pairs from test sets were manually extracted beforehand and used as a golden set. The golden set was created by a human annotator, who manually inspected the test sets and identified all the descriptive, binary and numeric labels. To evaluate the unsupervised approach, the affinity graph constructed during the training phase was used to extract the (key,value) pairs from the testing set. The extracted key-value pairs were compared against the manually crafted golden set and the performance was calculated using precision-recall values. The F-value computed from the precision and recall values for the car and apartment ad sets are shown in Figure 5.1 and 5.2 respectively.

![Figure 5.1: Total accuracy (F-measure) for car ads and under each category](image)

![Figure 5.2: Total accuracy (F-measure) for apartment ads and under each category](image)

This unsupervised approach gave an accuracy of 67.74% for car ads and 68.74% for the apartment ads.
The error rate was comparatively lower for numerical and binary keys but it was higher for descriptive keys. The reason behind this low accuracy is mainly due to the fact that often the descriptive key terms are not mentioned within the text. As an example, for car ads the ‘value’ of the ‘key’ ‘color’ is usually mentioned, like, black, silver but the actual name of the key (in this case ‘color’) does not appear in the text. As a result, in many cases descriptive keys are misclassified as binary keys. On the other hand, some binary keys with same words in them are classified as descriptive instead of binary. An example of such an error is ‘power window’, ‘power brakes’, ‘power steering’ etc. Instead of classifying them as separate binary keys, the algorithm classified ‘power’ as a descriptive key and ‘window’, ‘brakes’ and ‘steering’ as its values. This happened because the word ‘power’ was in all of them and satisfied the condition of being a descriptive key.

The goal of this work is to build a workable system which can convert unstructured ads into a structured tabular form. Hence, a supervised method can be a better approach where the keys are assigned after being trained on an annotated training corpus. This will also eliminate the problem of descriptive keys not appearing in the text because such keys will appear in the training set as tags. In the next section, we describe a Conditional Random Field based supervised learning method to solve the same problem but with a new assumption that the set of keys for a given topic is known beforehand.

### 5.5 Supervised Learning

There are certain aspects of the data which were not properly considered in the unsupervised approach. Particularly, for the cases where the (descriptive) keys do not appear in the text (e.g. the key “color”). Applying a supervised method trained on a manually annotated training set solve this problem, as the unknown keys can be included as annotating labels.

The problem statement slightly changed in the supervised learning method but the end goal of this work essentially remain the same. The problem statement in the supervised approach is,

- Given a sequence of words from the ads \( \{x_1, x_2, \ldots, x_k\} \) what is the best hidden key sequence \( \{y_1, y_2, \ldots y_k\} \) that describes the observed word sequence. In other words, what key sequence maximizes the conditional probability,
Here, the set of keys $Y = y_1, y_2, ... y_n$ is known in prior. Once the sequence of words in an ad is automatically labeled by this model, the original ad can be converted into a tabular structure using the keys on one side and the corresponding words from the ads on the other, keeping it same with our original end goal.

The ads are usually written in an informal manner often using syntactically incorrect grammar, incomplete sentences and incorrect spellings. However, there is an inherent sequential aspect to these ads. If a word is assigned a label then the next word is more likely to have the same label. This property of the text was not taken into account in the unsupervised approach. There are other properties of the data, which the unsupervised approach did not consider, e.g. dealing with unknown words. If a particular word is not found in the training corpus the unsupervised method failed to classify it properly. All these properties make the problem similar to other NLP tasks such as POS-tagging or Named-entity recognition. Model like HMM, CRF have been quite popular in dealing with such NLP problems. Past works have shown that Conditional Random Fields (CRF) demonstrate better performance for these tasks compared to other models like HMM, Maximum Entropy \cite{81,69}. Considering this fact and the nature of the problem in hand, we decided to employ a CRF based approach for this problem.

Moreover, a variety of features can be included in a CRF based model. In our context, including a large number of features can accurately model the irregularities in our data. Particularly, linguistic features can help in dealing with ambiguity and unknown words. Also, it enables the use of previous words and keys as features, which can model the sequential aspect of the data. Implementing the model using CRF has other advantages, as well. CRF considers the entire key sequence while training. This results into optimizing the model parameters with respect to the entire key sequence. However, this makes the optimization slightly more costly but it increases the accuracy. Also, this approach introduces some options in building the model. Figure \ref{fig:crf} shows how CRF can be used to annotate the ad from Table 5.1. From this figure we see that the keys are quite localized. They tend to occur next to each other. This property can be used as a feature to improve the accuracy. Across many ads, the sequence of keys also follow a pattern, i.e. users tend to talk about the model, color, mileage, features following a pattern. All these properties of the text make CRF a good choice for the task in hand.
5.5.1 Conditional Random Fields

Conditional Random Fields (CRF) are discriminative probabilistic models (Lafferty et al., 2001) used for labeling sequential data. Given an input sequence of words from the ads \( x = (x_1, x_2, \ldots, x_n) \) and an output sequence of keys \( y = (y_1, y_2, \ldots, y_n) \), the model is defined as follows:

\[
P(Y|X) = \frac{1}{Z(x)} \exp \left( \sum_{i=1}^{N} \sum_{k} \lambda_{ik} f_i(y_{i-1}, y_i, x_i, i) \right)
\]  

(5.2)

where, \( f_i(y_{i-1}, y_i, x_i, i) \) is the feature function comprising of current word, current key and the previous key. \( \lambda_{ik} \) are the model parameters whose values are estimated from the learning process. \( Z(x) \) is the normalizing factor and it is a function of \( x \), as CRF computes the conditional probability instead of joint probability between \( x \) and \( y \).

After the training process and parameter estimation, given an ad, the learned model tries to find a sequence of \( y_i \) which can best describe the observed sequence of words \( (x) \) from the ad.

5.5.2 Training and Extraction of Label-Value Pairs

600 ads per topic were randomly selected from the corpus described in the Datasets section to be used as a training set. Each word in the training set was manually tagged with a label (some of the labels used is shown on Table 5.4). The ads contained some words which are mostly exclamatory and have limited relevance. These words are not required to be a part of the structured ad. Such irrelevant words in the ads
Table 5.4: Subset of labels used for car and apartment ads

<table>
<thead>
<tr>
<th>Apartment Labels</th>
<th>Car Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>location</td>
<td>model</td>
</tr>
<tr>
<td>address</td>
<td>year</td>
</tr>
<tr>
<td>size</td>
<td>price</td>
</tr>
<tr>
<td>contact</td>
<td>size</td>
</tr>
<tr>
<td>rent</td>
<td>feature</td>
</tr>
<tr>
<td>bedrooms</td>
<td>miles</td>
</tr>
<tr>
<td>baths</td>
<td>colour</td>
</tr>
<tr>
<td>kitchen</td>
<td>phone</td>
</tr>
<tr>
<td>floor</td>
<td>email</td>
</tr>
<tr>
<td>phone</td>
<td>engine</td>
</tr>
<tr>
<td>email</td>
<td>interior</td>
</tr>
<tr>
<td></td>
<td>problems</td>
</tr>
<tr>
<td></td>
<td>condition</td>
</tr>
</tbody>
</table>

were tagged using a special key “null”. An additional 200 ads were selected and similarly annotated to be used as the test set.

Various features were used to build the model. Some of the features were textual, i.e. the words or some linguistic feature of the words and some were binary, expressing some properties of the words, whose value is either 0 or 1. A subset of the features used is shown in Table 5.5. These features were added in the model using the feature function of CRF $f_i(y_{i-1}, y_i, x_i, i)$ (Equation 5.2). The model was trained on the annotated set to learn the parameter $\lambda_i$. The learned value of this parameter was later used to get the key sequence for a new ad.

Two separate models were built for the two different topics, having the parameter sets $\Lambda_{cars}$ and $\Lambda_{apartments}$. The learned models for a topic can be applied on a new unstructured ad on that topic to generate a labeled version of the ad. In the labeled ad, the keys can be extracted along with the corresponding words assigned to that key. The extracted pairs are presented as a table which is the structured form of the unstructured ad.
5.5.3 Experiments and Results

The model was trained on a training set of 600 ads. An additional 200 ads were annotated in the same way to evaluate the model. The size of the training and testing set was small due to the high cost of building such sets. The final results are reported based on the the accuracy computed on the test set of 200 ads. In Figure 5.4, the X axis shows the performance for different experiments. We performed 10 different experiments where various combinations of features (including word window sizes) were used.

The baseline model is defined as where the key is solely dependent upon the current word \( f_i(y_i, x_i, i) \). This model gave an accuracy of 48.23% in the car ad test set. We increased the window size of words to include the previous word along with the current \( f_i(y_i, x_{i-1}, x_i, i) \). The performance increased to 56.75% and by making the window as \((x_{-1}, x_0, x_{+1})\) took the accuracy to 60.12%. Finally, experimenting with window sizes, we found the best performance (accuracy of 67.45%) with a window of \((x_{-2}, x_{-1}, x_0, x_{+1}, x_{+2})\).

We analyzed the error cases and added some more features based on some surface characteristics of the words. These features were mostly binary. Example of such features include, *is there a digit in the word*, *is there a symbol in the word* etc. Including the digit feature improved the performance by almost 0.6. However, the symbol feature did not add to the accuracy. Based on this observation, we added features involving common symbols, like, `$`, `-'`. Inclusion of these features proved to be effective and the accuracy rose to 73.66%.

Finally, we included features which looked into deeper characteristics of the words. Using regular expressions, the features looked into whether the word looks like a phone no, email address, any unit (e.g. square feet/sq. ft. or cc/litre of car engines etc.) Experiments conducted with these features reported an accuracy of 74.07%. Repeated experiments beyond this point did not improve the accuracy significantly. All the accuracies reported here based on car ad test set which we used as the development set. The feature set which reported the highest accuracy in the development set, achieved an accuracy of 72.59% on the apartment test set. The variation of accuracy with the performed experiments is summarized in Figure 5.4 and Table 5.6. A subset of the final feature set is shown in Table 5.5.

---

[2] All the accuracies presented in the section are for the car ads. Because, the car test set was used as the development set. A summary of the results is presented in Figure 5.4 and 5.6.
Table 5.5: A subset of the final feature set

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_0$</td>
<td>Current word</td>
</tr>
<tr>
<td>$x_{-2}, x_{-1}, x_{+1}, x_{+2}$</td>
<td>previous and following two words from the current word</td>
</tr>
<tr>
<td>digit in $w_0$</td>
<td>whether the current word has digits</td>
</tr>
<tr>
<td>‘$’ in $w_0$</td>
<td>whether the current word has ‘$’ sign</td>
</tr>
<tr>
<td>‘-’ in $w_0$</td>
<td>whether the current word has ‘-’ sign has</td>
</tr>
<tr>
<td>phone pattern in $w_0$</td>
<td>whether the current word matches with a phone no. pattern</td>
</tr>
<tr>
<td>email pattern in $w_0$</td>
<td>whether the current word matches with a email id pattern</td>
</tr>
</tbody>
</table>

Table 5.6: Accuracies for the supervised model for car and apartment ads

<table>
<thead>
<tr>
<th></th>
<th>Cars</th>
<th>Apartment Rental</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>74.07%</td>
<td>72.59%</td>
</tr>
</tbody>
</table>
Figure 5.4: Accuracy for each experiment. There were 10 experiments performed on car ads with combinations of different word-window size and feature sets. Y-axis shows the accuracy in percentage.

5.6 Summary

In this chapter, we presented a solution to the problem of structuring unstructured online ads with a $<\text{key}, \text{value}>$ style representation. We proposed a graph-based unsupervised algorithm which gave a performance with an accuracy of 67.74% for cars and 68.74% for apartment ads downloaded from Craigslist. We also presented an alternative supervised learning algorithm where we used CRF to compute the most probable label sequence given an observed sequence of words in an ad. The supervised algorithm achieved an accuracy of 74.07% and 72.59% respectively for car and apartment ads. Lower accuracies in the unsupervised method can be attributed to the fact that there are some aspects to the problem which are very difficult to model in an unsupervised method. Implementation of the supervised algorithm actually shows that some of the shortcomings of the unsupervised method can be reduced by the supervised method.

We are currently exploring the possibilities to further enhance the accuracy of our algorithms. One possible extension to the unsupervised method can be to introduce some probabilistic learning and inference mechanism. Such a method can overcome the failure cases of the deterministic approach currently employed. For the supervised approach, the task described in this chapter slightly differs with similar tasks such as, POS tagging and NER. In those tasks, every consecutive words are usually assigned different labels. In this problem, consecutive words are very likely to have the same label. Using some other model like Semi-markov CRFs can potentially increase the performance. Similarly, using a parser or a chunker can help to identify the consecutive but related words (e.g. "power windows"), which can avoid
assigning different labels to each of them. Another approach to improve the accuracy for the supervised method can be to increase the annotated training set from 200 to a larger number. An alternative to this can be to explore the possibility of a semi-supervised approach: using a small amount of prior information on a given topic, can we further increase the accuracy? This method can reduce the cost of manually annotating huge number of ads, on the other hand perform better compared to a completely unsupervised approach. Finally, processing huge number of ads can be slow to process serially. Thus, adapting a distributed approach can improve the performance in terms of time. Storing the affinity graph using some distributed storage can help in parallelize the testing part and reduce time considerably.
Chapter 6

Event Analytics and Prediction from News Articles

6.1 Introduction

This chapter focuses on three different problems – (1) a novel way of extracting and representing events from news articles, (2) find relations between these events and specific external phenomenons; and (3) uses this novel event model and the combination of external phenomenons to predict certain characteristics in the external phenomenon. This chapter builds upon the basic observation that real world events, which manifest themselves in unstructured text in news and social media, can provide strong signals of the underlying factors that influence fluctuations in macro-economic indicators [40]. We aim to automatically extract real-world events from news sources and learn the relationships between event occurrences and variations in macro-economic indices. Our larger goal is to automatically derive event-driven predictive models that can be used to infer and potentially predict future fluctuations in specific macro-economic indicators. At an abstract level, the question we address is: Given a structured time series about a specific macro-economic index of interest and given a large corpus of real world events that can be extracted from news sources, can we learn a predictive model for the macro-economic index by connecting it with the appropriate events that relate closely to it.

Estimation of different macro-economic indices relies on information from multiple sources [37].
However, in studies aimed at estimating such variables [62], analysis and forecasting are usually done using structured data sources, considering only a handful of such factors, which are also chosen manually. There may be unknown factors playing an important role in the indicators’ volatility or a combination of multiple factors leading to a sudden fluctuation of the indices. Tracking down events from around the world can provide useful insights on the volatility of these indicators. Much of the information about these real-world events are in the form of unstructured text streams, such as, news, blogs, social media etc. There have been a broad array of research where news sources have been mined to predict real-world events. Radinsky and Horvitz [72], Amodeo et al [7] used news corpus to predict future events. There are works that have used financial news to predict stock prices Ming et al [59] Gidofalvi [31] or political indicators [28].

Our work fundamentally differs from prior work on three fronts: (a) we explicitly assume no knowledge about the exact events that affect fluctuations of a specific index and aim to automatically discover them; (b) use any external knowledge base or data to build the model; (c) restrict the prediction to specific variables. Given a large collection of events and a specific index of interest, we aim to derive a condensed index-specific event-based predictive model for inferring future trends in the index. Existing efforts to derive econometric models for understanding fluctuations in macro-economic indices make one fundamental assumption is that the underlying variables of the model are known in advance. In addition, most known macro-economic index prediction mechanisms that have leveraged news content have primarily relied on pre-defined domain-specific features or market sentiment extraction mechanisms to predict variations in specific indices [37].

To achieve the larger goal of predicting volatility in certain macro-economic indicators, we propose a novel event model to represent events surfacing in the news media to be used as signals for the prediction. The event model is based on the assumption that every news article is about one and only one event and this event is drawn from a larger event class. An event class represents an abstract grouping of similar events agnostic of spatiotemporal, entity or topic based features. Whereas, an event represents an instance of an event class with specific spatio-temporal features along with entities and topics participating in the event. This instance or the occurrence of the event is manifested in a news article. Our model captures the central event (within the headlines or the lead (first) paragraph) as a collection of words/phrases that best describes the main theme of the article, called event triggers. Subsidiary events in an article are events that are described in the body of the article and are related to the central event; similar to the central
event, the subsidiary events are also represented by a collection of words. Our event class model can model any events, provided that there exists at least one article in the corpus that is about that event. So, our model overcomes two main limitations of existing frame works – lack of flexibility and reliance on external knowledge bases and ontologies [73]. As our model is capable of extracting generic events from any corpus and these events are not specific to any domain or class. Subsequently, the predictive model based on this event model is also not restricted to predicting any domain-specific variable. We evaluate our model by predicting sudden changes in a couple of macro-economic variables but the model can be extended for any types of external variables. We also propose another model, which incorporates past event information along with present values to predict the current value of a variable.

We evaluate our event driven predictive models to predict the sudden fluctuations in food prices for 4 crops, stock prices of 4 companies and dengue outbreaks in India based on events extracted from 7 years of news articles. We compare the results with a naive version of our event model along with a LDA based predictive model. Experimental results show that our model can predict fluctuations in food price with an accuracy of 62% and stock prices with an average accuracy of around 64%. In predicting both the variables, the event driven predictive model outperformed the baseline models by 5-10%. For food price prediction, the model incorporating past event information demonstrated the best performance, followed by the event driven model. On the other hand, for stock prices, the event driven method outperformed all the other models. This observation shows the difference in volatility of these two variables – events that last longer has more effect on food prices and also there is a delay in this effect, whereas the effect on stock prices is more immediate and sudden.

6.2 Related Work

Recent advances in text mining techniques have produced many sparse, low dimension representational schemes for text documents. Topic models, such as pLSI [39], LDA [12], where a large corpus of documents with a vocabulary ~100,000 words can be represented using ~100 topics. These models have made knowledge acquisition from natural language text easier and more effective. Such representation of documents has been effectively used in many applications. Particularly, online news items have been a popular source for mining events using these abstractions. TAM [47] or TM LDA [98] modeled the temporal aspect of topics. MedLDA [107] uses maximum margin classifier jointly modelled with topics to
build predictive models for categorical and continuous variables. Vaca et al. [25] used a collective matrix factorization method to track emerging, fading and evolving topics from news streams. Shahaf et al. [83] developed a scheme to connect related news articles to understand news better.

There have been some works that have focussed on relationships and dependencies between topics/events or prediction of events. Radinsky and Horvitz [73] proposed a framework to predict events from news data. The work by Rudin et al. [74] involves predicting the next event in a sequentially organized data using association rule mining and Bayesian analysis. Amodeo et al. [7] proposed a hybrid model to predict future events using a New York Times corpus. FBLG [19] focussed on discovering temporal dependency from time series data and applied it on to a Twitter dataset about the Haiti earthquake. In a similar work by Luo et al. [55] showed the correlation between events and time-series data. Hogenboom et al. evaluated the effects of rare news events on stock prices and eventually improved the performance of Value-at-Risk (VaR), a popular tool for assessing portfolio risk [40]. Some works have focussed on predicting specific variables from news data, such as stock price. Hagenau et al. [35] proposed a new scheme to include context from financial news and market feedback to better predict stock prices. Ming et al. [59] used WSJ corpus and sparse matrix factorization to predict stock prices and Gidofalvi [31] also used financial news to predict volatility of stock prices. Other works emphasizing on predicting stock prices include [104][14][25]. Similar works have been proposed for political indicators [28].

In most of these works, events and topics have just been used as a tool for knowledge acquisition or information extraction. To the best of our knowledge there has been no previous attempt to combine such events or topics from unstructured text streams with structured data to characterize and forecast macro-economic indices. There are a few specific works aimed at predicting stock prices [59][31][89] but in these studies, text sentiment was used for the prediction. In this chapter, we propose a framework, where we connect events extracted from text data (news articles) to predict external variables, driven by the assumption that there exists a dependency between the variables and real-world events. Our framework is generic, unlike many existing works that have targeted specific variables such as stock prices.

6.3 Problem Statement

We assume that news events can influence fluctuations in certain external variables like macro-economic indicators. Our objective is to learn a model that can predict fluctuations in macro-economic indicators,
based on events happening across the world. Given a corpus of news articles $D$, where at time $t$ there are $t_n$ news articles in the collection and that set is denoted as $D^{t_n}$. We build a mapping $\phi : D^{t_n} \to R^{t_k}$ that maps each $t_n$ news articles appearing at time $t$ to $t_k$ events with varying probability. The training involves $m$ labeled examples of the form $R = (R_{t_1}, R_{t_2}, ..., R_{t_m})$, where each $R_{t_u}$ has the form $R_{t_u} = (\phi_{t_u}^{n}, y_{t_u})$ and each $\phi_{t_u}^{n} = \phi(d_{t_u})$ denotes the events at time $t$, manifested in the articles appearing on that day and $y_t$ is a binary variable whose value is 1 if a spike in the macro-economic indicator is observed at time $t$ and 0 otherwise. We will learn a function, parametrized by a weight vector $\theta \in R^k$:

$$f_\theta(\phi) = \theta^T . \phi$$

(6.1)

Based on this function the response variable (denoting a fluctuation) is a assigned a value:

$$y_{t_i} = \begin{cases} 1 & \text{if } f_\theta(\phi) \geq \epsilon \\ 0 & \text{otherwise} \end{cases}$$

The contribution of this chapter is

1. Design the mapping $\phi$, which converts a corpus of $n$ news articles into a set of $k$ event classes ($x$), where $n \gg k$ and each article $d_i$ is sampled from the event classes and belongs to only one event class $x_j$ in $x$. The design of this mapping is explained in detail in section 6.4.

2. Learn the function $f_\theta(\phi_t)$ with parameters $\theta$, to predict volatility of a macro-economic indicator based on the events happening at time $t$. In the remainder of the section, we shall elaborate on how we design this function $f_\theta$.

Let $y$ is the external variable whose value we wish to predict, and $y_t$ be a binary variable denoting whether there was a fluctuation in its value at time $t$. We can observe the values of $y_t$ within the time range $t = 1, ..., T$. Let, $x = x^1, x^2, ..., x^k$ are $k$ possible events happening in the same time period $(1...T)$. We would like to predict the value of $y_t$, from observing $x_{1:t}$ and $y_{1:t-1}$. The general statement of the problem is,

$$P(y_t|x_{1:t}; \theta)$$

(6.2)
So, we would like to predict whether there will be a sudden change in the index’s value based on what events have just occurred. We assume that all the events $x_1, \ldots, x_k$ are independent to each other. The joint probability of the model can be expressed as,

$$P(y_t, x_t) = p(y_t)p(x_t|y_t) = p(y_t)p(x_1^t|y_t)p(x_2^t|y_t)\cdots p(x_k^t|y_t)$$  \hspace{1cm} (6.3)$$

where each $x_i^t \in [0, 1]$ denotes the probability of event $i$ at time $t$. So, the posterior probability of $y_t$ given the observed events can be represented as,

$$P(y_t|x_t) = p(y_t)\prod_{i=1}^{k} p(x_i^t|y_t)$$  \hspace{1cm} (6.4)$$

The prior is assumed to be drawn from a uniform distribution, i.e. all the events are equally likely. Then for the likelihood term ($p(x_t|y_t)$) we assume a gaussian distribution. The likelihood term for $y_t = 1$ – when a major change in the value of the indicator is observed – is defined as,

$$p(x_t|y_t = 1) = \frac{1}{\sqrt{2\pi}\sigma_1^2} e^{-\frac{x_t-\mu_1}{2\sigma_1^2}}$$  \hspace{1cm} (6.5)$$

where, $\theta_1 = \{\mu_1, \sigma_1\}$ are the parameters for this case. Similarly, for the case $y_t = 0$ has the parameters $\theta_0 = \{\mu_0, \sigma_0\}$. From data, where we can observe the value of $y_t$ between $t = 1, 2, \ldots, T$ and all the events from the same time period, we can learn the parameters $\mu, \sigma$. Finally, the value of $y_t$ can be estimated from observing the events at time $t$ using maximum a posteriori estimation. If $y'$ denotes a value of $y_t$, where $y' = 1$ denotes a sudden change and $y' = 0$ otherwise, then,

$$y' = \arg \max_{y \in \{0, 1\}} p(y_t; \mu_{y'}, \sigma_{y'})\prod_{i=1}^{k} p(x_i^t|y_t; \mu_{y'}, \sigma_{y'})$$  \hspace{1cm} (6.6)$$

In all of these above equations, we denote the probability of an event $i$ occurring at time $t$ as $x_i^t$.

### 6.4 Event Models

News articles report about events happening around the world. So, a collection of news articles can be used as a repository to mine real-world events. There are many works that have used news articles as sources to extract events. In such works events were interpreted and represented in different ways. Radinsky et al [73] used storylines extracted from news articles to be represented as events, for example
– storm in Rwanda, flood in Africa etc. In another representational scheme, events were represented as a triplet of objects (or actors), actions and time [71]. Automatic Content Extraction (ACE) has specifications in their event extraction tasks, where 8 types and 33 sub-types of events are defined using entities, event triggers, times, event mention argument etc. [52]. In some cases domain-specific event types are targeted and triggers are extracted correspondingly. For example, for finance related events, the main types are – hiring, firing, resignation, acquisition, loss, profit-up, profit-down etc [40].

In this chapter, we propose a novel probabilistic model to represent events extracted from a corpus of news articles. Based on the structure of majority of news articles, we assume that a news article is a description of one and only one event. Using this assumption, we try to model an event using certain properties as provided by the news article. We also assume that within a time period there is a finite number of event types – we call each type an event class. A news article is sampled from this set of event classes and is an instance of that class – this instance is called an event. An event class is a broad description of an event. For example, "accident" is an event class, a specific occurrence of an accident is an event, involving a location, topics (e.g. car accident or an air crash) and values of other properties of an event classes, such as, actors, objects etc. The main property of the event class is the event trigger, which is the primary action that describes the event class. In the preceding example, trigger is "accident" but there can be other words or phrases that can act as triggers for the same class – e.g. crash, collision, rammed etc.

**Definition 1. Event class:** An event class represents a type of event encapsulating similar themed events. Event classes are labeled by synonymous event triggers. There is a finite set of event classes that comprehensively describes all real-world events featured in a large corpus of news articles. An event is a sample from one of the event classes and a news article is an observable instance of that event with specific time and location, along with other artifacts of an event like, topics, entities etc.

In majority of the cases, the title of the article is a one-line summary of the main event covered in the article. For example, the title appearing in New York Times after the bombing at the Boston marathon – “Blasts at Boston Marathon Kill 3 and Injure 100” – the words – blasts, kill and injure summarize the main event covered in the article, and are the event triggers. The body of the article covers this central (main) event, in addition to other events, topics and entities associated with the central event of the article. Usually the first paragraph of the article (also known as the Lead Paragraph) contains the most information
about the main story of the article [65]. So the event triggers presented in the title and the lead paragraph of the article represent the central theme of the article. Hence, we put a special tag on these event triggers and call them event class triggers. They are defined as,

**Definition 2. Event class triggers** are a set of words in the title of a news article that describes the main story of the article. These triggers are sampled from a cluster of triggers, where each cluster represents an event type or an event class.

\[ K \text{ event class triggers can be represented as } \{X_1, X_2, \ldots, X_k\}, \text{ where } X_i \text{ represents one event class as a collection of synonymous triggers.} \]

In the example headline presented above the event class can be labeled as,

\[ X_{\text{blasts}} = \{\text{blast, explosion, bombing, ...}\} \]

All the trigger words appear in an event class with a uniform probability and a particular trigger can be replaced with another one without any loss of information. An article also mentions other events. For example, an article describing a bomb blast, the main event trigger can be “blast” or “explosion”. The article has also mentioned the number or deaths due to the explosion, which in this case is a subsidiary event of “explosion”. Thus, two important features of an article is the event class triggers and a set of subsidiary event triggers. Subsidiary events are defined as,

**Definition 3. Subsidiary events** is the set of events mentioned in an article in addition to the main event of the article. It represents the additional events likely to happen along with the main event.

Example of subsidiary events are “deaths” and “injuries” after a blast, which are also mentioned in the article covering a blast. So, an event class can be characterized by the event class triggers as well as the set of subsidiary events that are likely to co-occur with the event.

An event class can have at most one main event but a mixture of subsidiary events. Hence, an event class is represented as a combination of one main event and a mixture of subsidiary events. An event is an instance of one of these classes manifested in a news article, where the event occurrence is mentioned with specific location, objects etc.

### 6.4.1 Event Trigger Extraction

Automatic Content Extraction (ACE) has a specific task for event extraction from news. ACE specifications has defined event trigger as the words in a sentence that specifies the occurrence as well as the type
of the event. For example, in the news article headline – *FIFA Officials Arrested in Corruption Case* – the word *arrested* is the trigger word for the event mentioned in the article. Usually event triggers are verbs or nouns present in the sentence that describes some notion of action. Event triggers can have different forms - verbs (*Traders protest over FDI in retail*), nouns (*Burglary in police station leaves cops red-faced*) and sometimes the verb or noun themselves cannot form the trigger but a combined phrase is the trigger (*Number of AIDS patients go up in MP*).

In standard event extraction task, triggers are extracted at a sentence level to understand the type of event presented in the sentence. Our goal is to understand the best event type that describes the entire article. Our assumption is that every article is about one event, hence, identify which triggers in the article collectively describe the event in the article. Typically, a news article is organized as follows – a title or a headline with a one line overview of the main event; first paragraph of the article contains a brief description of the main event; the rest of the article presents details of the event with follow-up actions of this specific event. Based on this standard flow of a news article, our assumption is, the trigger appearing in the title of the article are representative of the main event, and *the verb present in the title is the main event trigger*. However, this verb cannot be a stop-word verb, such as, “is”, “have”, “said” etc. We used a list of stop-words from a standard NLP dataset to identify a set stop-word verbs.

### 6.4.2 Event class Model

The event model presented in this chapter is based on the assumption that every news article is about one central event. This central event is drawn from an event class, which is a broad description of the event presented in the article. Whenever an event occurs it belongs to one of these broad event classes. News articles report this event with additional descriptions like locations, objects, people associated with the event. These additional descriptors are variable and will change across different occurrences of the same type of event. The event class encapsulates the constant factors associated with a particular type of event. This includes, (1) event triggers that provides a comprehensive description of the events within the class (the event class triggers) and (2) a set of subsidiary events that are likely to co-occur with the event in class but are not the same. Like in the previous example, for the event class “blasts”, the triggers that describe events from that class are – “blast”, “explosion” etc. On the other hand, events like – “death”,
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1. [http://snowball.tartarus.org/algorithms/english/stop.txt](http://snowball.tartarus.org/algorithms/english/stop.txt)
“injury” are closely associated but not directly linked. Hence, “death”, “injury” are subsidiary events of event class “blast” and are very likely to happen irrespective of location, people, object of the blast.

To build the event class model, the main steps are to detect the event classes and the corresponding triggers; and for each class the likely subsidiary events. The construction of this model follows a pipelined process with the first step being identifying the class triggers. Any trigger is extracted from the text following the method described in [6.4.1]. To identify the triggers which define an event class, we go back to our earlier assumption that the main story of an article is described within the title and the lead paragraph [65]. Hence, the triggers extracted from these parts are potential candidates of class triggers. The idea is to cluster similar articles (describing similar events) and obtain the class triggers that are used to describe events from the same event class. For example, articles about a bomb explosion are likely to have triggers like, *explosion, blast, bombing* etc. So, in our model an event class is represented by synonymous event triggers.

The similarity between clusters are computed using word embedding based on deep neural net based language model [58]. This technique embeds a word from a large corpus of text into a vector space where words appearing in very similar contexts are placed within a vicinity. The vector form of these words can be used to cluster words having similar meanings or used in very similar context. The event triggers extracted from the news corpus were embedded in this vector space and clustered using the vector as features. Thus, triggers appearing in similar contexts are placed in the same cluster, in other words, triggers describing similar events are represented by the members of the cluster. These clusters represent the event classes in our model and each cluster is an event type represented by the cluster members. To get the optimum number of clusters, we varied the number of clusters and used the “elbow” method to get the best number clusters. If $SSE_k$ represents the sum squared error for a particular cluster configuration with number of clusters $k$, we iterated for different values of $k$ (varying between 50 and 1000 with an increment of 50) until the following condition was met.

$$|SSE_{k-1} - SSE_k| < \epsilon$$

where $\epsilon$ is the limiting threshold. This method yielded 250 types of events extracted from a 7 year news corpus. At a given time $t$, the events identified from the news articles appearing at $t$ can be used to compute the change in a response variable ($y_t$) using the expression in Eq [6.6]. The detailed implementation of creating the event class clusters is shown in Algorithm [3]. This algorithm outputs the event classes with member triggers and the best value of $K$, the number of event classes.
Algorithm 3 Event Class

procedure EVENT_CLASS(News Articles (D))
    for each $d \in D$ do
        $\mathcal{E} \leftarrow$ Extract event triggers from Title and Lead Paragraph
    end for
    $W2V(\mathcal{E}) \leftarrow Word\_embedding(\mathcal{E})$
    $SSE \leftarrow 0$
    for $k \leftarrow 50 : 1000$ do
        $C_k \leftarrow KMeans(W2V(\mathcal{E}), k)$
        if $|SSE - sum\_squared\_error(C_k)| < \epsilon$ then
            return $(C_k, k)$
        else
            $SSE \leftarrow sum\_squared\_error(C_k)$
        end if
    end for
end procedure

Algorithm 3 generates the $k$ event classes where each class contains "similar" event triggers. We denote the event classes as $C = \{C_1, C_2, ..., C_k\}$ and the fixed number of $m$ triggers as $\{u_1, u_2, ..., u_m\}$. As stated previously, our assumption is that every news article has one underlying event. For article $d$, the event class is represented as $C_d$. The article $d$ is an instance or an occurrence of the event represented by the class $C_d$.

If there are $D$ articles in the corpus, every article $d \in D$ is assumed to be a union of two disjoint sets: $U_d \cup W_d$. Where, each $u_{d,i} \in U_d$ represents the set of event triggers present in $d$. The rest of the non-trigger words are represented as $W_d$. $W_d$ represents other features of the document, such as, topics, entities, locations, people etc. $W_d$ can be considered as a description of the event, like where it happened, when it happened, people, organization involved etc but is independent to the event class. In other word, an event can occur involving any topic, entity or location. Our goal, is to identify which event class ($C_d$) the article $d$ belongs to, by observing the words belonging to $U_d$ and their positions.

The generative process of the articles from event classes is as follows. The main event is sampled from a multinomial distribution with parameter $\lambda$. 
\[ \pi_d \sim \text{Multinomial}(\lambda) \]

where \( \lambda \) is the prior probability distribution of the event classes. Then for each trigger word \( i \) in the article \( d \), sample uniformly from the triggers belonging to sampled event class

\[ u_{d,i|\pi_d} \sim \text{Uniform}(\pi_d) \]

On the other hand, the subsidiary events act like topics in a document but it is only generating the subsidiary event triggers. Hence, the generation of this part of the article is similar to LDA topic model [12] and as follows,

\[ \theta_d \sim \text{Dirichlet}(\alpha) \]

\[ Z_{d,j} \sim \text{Multinomial}(\theta_d) \]

\[ u_{d,j} \sim \text{Uniform}(Z_{d,j}) \]

Now, whether a trigger word in the article \( d \), is drawn as a main event \( (u_{d,i}) \) or subsidiary event \( (u_{d,j}) \), is decided through a biased coin with probability for main event \( (p_i) \) less than the probability of subsidiary event \( (p_j) \). The posterior is given by,

\[ p(\pi_{1:D}, \theta_{1:D}, Z_{1:D}|\lambda, \alpha, u_{1:D,i}, u_{1:D,j}) \]

where \( Z, u_i, u_j \) are vectors. In this model, we can observe the variables, \( u_i \) and \( u_j \), also the multinomial \( (\lambda) \) and the dirichlet \( (\alpha) \) parameters are assumed to be known. The rest of the variables are hidden. The posterior distribution is used to infer these variables given the news corpus. We used Markov Chain Monte Carlo approximation method with Gibbs sampling to compute the posterior.

---

2Because the subsidiary event triggers are likely to be more in number than the main event triggers
Table 6.1: Model variables and parameters

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>No. of articles in the corpus</td>
</tr>
<tr>
<td>$C_{1:k}$</td>
<td>Event classes, represented as a set of event triggers describing the class</td>
</tr>
<tr>
<td>$U_{1:m}$</td>
<td>Event triggers extracted from $D$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Event class prior denoting event from which classes are more likely</td>
</tr>
<tr>
<td>$\pi_d$</td>
<td>the event class from which article $d$ is generated</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Dirichlet prior for subsidiary events</td>
</tr>
<tr>
<td>$\theta_d$</td>
<td>The proportion of event classes as subsidiary events in article $d$</td>
</tr>
<tr>
<td>$Z_{d,j}$</td>
<td>Which subsidiary event produced the $j^{th}$ trigger in article $d$</td>
</tr>
</tbody>
</table>

### 6.4.3 Historical Event Model

So far, we have only considered the current events, i.e. to predict the value of $y_t$, we consider the event occurring at time $t$. However, in reality, an event might have a delayed effect on $y$. There might be a delay of time $\delta$ between the event occurring and its effect on $y$. To interpret $y_t$ as being tracked by historical occurrences of news events, we use a parameter $\delta$ and look at text of articles occurring at times $t-(\delta+1), \ldots, t-1$. We fit a model on $x_{i,t-\delta}$ that best approximates $y_t$:

$$y_t = \alpha_0 + \sum_{i=0}^{N} \sum_{j=0}^{\delta} \alpha_{i,j}x_{i,t-\delta} + \epsilon_t$$  \hspace{1cm} (6.7)

Let, $\chi(t)$ denote the vector of length $N\delta + 1$ given by $(1, ni, t-j_i, j)$ and $\alpha$ denote $(\alpha_0, \{\alpha_{i,j}\})$ for $i = 1, \ldots, N$ and $j = 0, \ldots, \delta + 1$. We rewrite this in vector notation as:

$$y_t = \alpha.\chi(t) + \epsilon_t$$  \hspace{1cm} (6.8)
While this fully captures the relationship between $y_t$ and co-occurring text in news articles, it is somewhat unwieldy given that $N$ can be very large. The crucial simplification we proposed earlier in this chapter is to approximate $\chi(t)$ using the event model, reducing the dimension of the data. Let $m$ be a parameter of our choice. Let $g : R^{N\delta} \rightarrow R^K$ be a mapping of vectors $\chi(t)$ in $R^{N\delta}$ into $R^K$. We formulate the model from (6.8) below:

$$y_t = \hat{\alpha} \cdot g(\chi(t)) + \epsilon_t$$  \hspace{1cm} (6.9)

where, $\hat{\alpha} = \hat{\alpha}_0, ..., \hat{\alpha}_m$ is $(K + 1)$-dimensional vector of coefficients. The reduction of $g : R^{N\delta} \rightarrow R^K$ is achieved through dimensionality reduction using the event model.

In this representation scheme, the current historical trends across text features are not implicitly represented. Hence, we add the immediate past trends of the features within the representation of the model. For every feature $f$ – appearing at time $t$ – we add its value for past $\delta$ time points. For example, when $t$ represents a particular day, we add the values of feature $f$ for the time points $t - \delta, t - \delta + 1, ..., t - 1$, along with the value at time $t$. This way the model combines the immediate past with the present to capture temporal trends in the events. The resulting events will have word distributions covering words appearing at the present along with the past. We expect this model to detect, at specific time steps, dominant trends that a global trained model may have missed.

### 6.4.4 Topic Based Prediction

A set of topics learned from a large corpus of documents represents the main *themes* presented in the corpus. For news articles – which can be assumed as a source of events – topics can be though of the main themes of the events covered by a news corpus. Moreover, every news article also mentions the time of an event described in the article. We define topic based event as the probability of $i^{th}$ topic at time $t$, represented as, $\{x^t_i\}$ ($i \in \{1, ..., K\}$). According the LDA topic model, a document is a mixture of topics appearing with different proportions. If $d_t$ is the set of news articles appearing at time $t$, the proportion of $i^{th}$ topic at time $t$ is defined as,

$$x^t_i = \max_{d \in d_t} (\theta_{i,d})$$  \hspace{1cm} (6.10)

where, $\theta_{d,i}$ represents the proportion of topic $i$ in article $d$ appearing on day $t$. On a day $t$ the topic-based
events are represented by: \( \{x^1_t, x^2_t, \ldots, x^K_t\} \). We chose \( K \) to be 100. The values of \( x^i_t \) computed from Eq 6.10 are used in Eq 6.4 to build the LDA based predictive model.

6.5 Evaluations

We evaluate our event-based predictive models by predicting the prices of 4 crops and stock prices of 4 separate companies and dengue outbreak in Delhi, India based on the events extracted from a corpus of news articles. Our model’s performance was compared with other baseline systems. Food price and stock price were predicted with a maximum accuracy of around 62% and 67% respectively and dengue outbreak with an accuracy of almost 70%. For all the variables our event models demonstrated much better performance compared to the other systems, with an improvement of around 5-10%. In the rest of the section, we will provide a brief description of the data and the experiments performed for this evaluation.

6.5.1 Data

For the experiments – we used three different types of data – a corpus of news articles, food price data and stock price data. The time period of our experiments is from January 1, 2006 till December 31, 2012. All our data were collected within this period of 7 years. All the data collected are from India.

For the event extraction, we used a corpus of news articles published by Times of India\(^3\) between 2006 and 2012. This corpus had 700,863 articles. Each article in this corpus had – title, main text, publishing time, and the location from where the article was published.

The food price data collected for the experiments were collected from the website of the Ministry of Agriculture of Government of India\(^4\) The Directorate of Marketing and Inspection under the ministry publishes daily prices of different crops. The daily prices include minimum, maximum and modal (the rate at which maximum sale was done) prices of these crops across many different markets in the country. In this work, we focused on four crops – onion, potato, rice, wheat – which are among the most consumed agricultural produces in India. We collected the daily modal prices of these crops and computed the average across different markets to represent the daily price of the crop in India. We predict the spike in

\(^3\)timesofindia.indiatimes.com/archive.cms
\(^4\)http://agmarknet.nic.in/
price instead of the absolute price. A spike in price at time $t$ defined as, if the percentage change from the price at $t - 1$ is greater than equal to 10%: 

$$y_{spike} = 1 \text{ if } \frac{(y_t) - (y_{t-1})}{y_{t-1}} \geq 0.10$$

The advantage of this procedure is that it normalizes for some effects like inflation. The weekly average price and the spikes observed in the price for the four crops are shown in Figure 8.6. The price data was smoothened over a 7 day period and the price for time $t$ is computed as a function of $t - 1$.

For the stock price prediction task, we collected the daily stock price data for 4 Indian companies – Wipro, Infosys, Tata Coffee and Tata Motors. These companies are listed in the Bombay Stock Exchange (BSE) and data was collected from the BSE website. The website lists the daily opening, closing, highest and lowest price of a company stock. Similar to the price data, for the stocks, we used the daily maximum price and computed the change based on whether there was a 10% change compared to the previous day’s value. However, unlike food prices, here we considered both increase and decrease in price. A snapshot of this data is shown in Figure 6.2.

### 6.5.2 Experiments and Results

In this section, we provide qualitative evaluation of our event class model and quantitative analysis on the predictive accuracy of the model in predicting two external variables – food and stock prices.

**Qualitative Analysis of Event Model**

The design and the goals of the event model presented in this chapter is different from existing event extraction tasks. Thus, it is difficult to evaluate a model like this as there are no gold standards to evaluate such a model. So, we evaluated the model qualitatively on a corpus of news articles. Our data consists of the archive of Times of India between the years 2006 and 2012. Times of India is one of the most circulated English national daily published from India.

There were 250 distinct events classes extracted from the corpus (from Algorithm 3). These event classes represent broader category of events and every news article belongs to one of these classes. Table 6.7 and 6.8 presents a subset of event classes that were extracted along with a sample of subsidiary events. Here, we present top 6 trigger words associated with the event. The corpus contained articles mostly from India, hence, some words extracted are specific to India. For example, *aila* was a cyclone that hit eastern
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coast of Indian in 2009, dharna is a Hindi word for protest or agitation. From this list we see that for every event, the subsidiary event is actually showing some associated events. Like, the event class related to disease outbreak, most of the subsidiary events are about what follows an outbreak – treatment, admitting patients to hospitals and plans for prevention. However, there are some subsidiary events that are precursor to the event – announce, nominate happens before election. The present version of the model is incapable of differentiating between the subsidiary events that happens before or after an event. A future direction of this work can be to classify the subsidiary events to these 2 classes. This will provide better insights to the events class.

**Prediction Accuracy**

Our dataset consists of 7 years (2557 days) of data. Using the event model, we extracted the daily events across these 7 years and use them to predict spikes in food prices and sudden changes in daily stock prices. The metric used to evaluate the model is how accurately the model can predict the changes. The accuracy is computed as the ratio of number of correct predictions to the total number of data points. We evaluate the performance of our event model across different baselines and other text mining methods described in Section 6.4.

Our event model is built using a pipeline process, involving extraction of event triggers as the first step, adding subsidiary events at a later stage. So, one of the first experiment was conducted to see the advantage of adding the subsidiary events to the event model. So, the performance was compared against a naive event trigger based model (TRIGG) used as a baseline. We also compared the performance against LDA based predictor (section 6.4.4). We also compared the efficiency of adding subsidiary events in our model against adding topics. So, we implemented another model by combining TRIGG and LDA [TRIGG+LDA] to observe the specific benefits of the subsidiary events. Finally, we evaluate all these models with another model which incorporates past events and the current events to predict the change in the current value of the indicators. We call this model HIST (6.4.3). The results of all these experiments are summarized in Tables 6.2, 6.3 and 6.4 for food prices and stock prices respectively.

Some of the events that showed strong association with food price fluctuation are shown in Table 6.5 for each crop separately. We see some commonalities across crops, like – disease outbreaks, violence and movements, natural calamities, festivals etc. However, there are some unique events for each crop. For example, transportation strike or any incident affecting transportation system has a more profound effect
Figure 6.1: Prices of crops between 2006 and 2012 represented as weekly average. The spikes represent an increase in price of 10% from the previous value. The horizontal axis represents the weeks between January 2006 and December 2012, where 0 is the first week of Jan 2006 and 364 is the last week of Dec 2012.

Figure 6.2: Stock price fluctuation of 4 Indian companies between Jan 1, 2006 and Dec 31, 2012.

on wheat and potato (events: attack on railways, railway strike etc.). This is probably due to the fact that wheat and potato are not cultivated uniformly across the country and heavily relies on transportation for proper distribution. Any event that affect transportation of these crops has an effect on the supply, leading to a rise in price. On the other hand, festivals have effects only on onion and wheat. These two crops are more consumed during festivals and around that time demand increases, thus increasing the price.

Table 6.2, 6.3 and 6.4 summarize the performance of event driven predictive models against other baselines and popular text mining techniques. Table 6.3 presents the performance of all the models in predicting the price of 4 crops. All the models showed their best performance in predicting spikes for all crop combined. Among the individual crops, onion price prediction showed the best results, followed by rice, wheat and potato. A possible explanation of this observation is that price volatility of onion is covered more in the news articles compared to the other crops, as onion price has more adverse effect compared to the other crops. Comparing against the different models we see that HIST has the best performance.
Although our event model (TRIGG+SUBS-TRIGG) demonstrated marginally poorer performance, the reason behind better performance by HIST is that events driving food price volatility are not sudden and often they have a delayed or prolonged effect. The events which are found to have a strong association with food price rise, such as, government policies, festivals, strikes take some time to have an effect. For stock prices, events have more immediate effect. Hence, HIST was not the best performing model. The TRIGG+SUBS-TRIGG model demonstrated the best performance in predicting stock prices.

In both the cases, the model TRIGG+SUBS-TRIGG outperformed TRIGG and TRIGG+LDA. This observation vindicates the value addition of the subsidiary events. Subsidiary events are showing better performance with triggers than topics. Poor performance of topics (LDA) is due to the ubiquitous nature of the topics. Almost all topics appeared almost every day and the per day topic distribution was approximately uniform. On the other hand, events are much more sparse and displayed a more non-uniform distribution over time. Due to this difference in their property, events displayed more discriminating
Table 6.4: Performance for Dengue Outbreaks

<table>
<thead>
<tr>
<th></th>
<th>Dengue</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRIGG</td>
<td>0.610</td>
</tr>
<tr>
<td>LDA</td>
<td>0.575</td>
</tr>
<tr>
<td>TRIGG+LDA</td>
<td>0.637</td>
</tr>
<tr>
<td>TRIGG+SUBS-TRIGG</td>
<td>0.662</td>
</tr>
<tr>
<td>TRIGG+SUBS-TRIGG+HIST</td>
<td>0.691</td>
</tr>
</tbody>
</table>

power than topics and hence, better in predicting external variables. For dengue outbreak prediction we see a reflection of the food price prediction results. In absolute terms, it had the best performance (~70%) across all three socio-economic indicators. Again, the HIST model demonstrated the best performance vindicating the fact that events that potentially affect dengue has a delayed effect instead of immediate, unlike for stock prices.

A finer analysis on the EVENT model showed some characteristics in predicting these variables. Figure 6.3a shows the average accuracy of this model in predicting food and stock prices for each month across the 7 years. For food price we see that performance goes down in the middle of the year (Jul-Sep) and again in December and January. This is due to inherent properties of food price where it displays some seasonal effect. July and August are peak monsoon months and September often suffers from a lasting effect of the monsoon, including floods, disease outbreaks etc. Similarly, during winter (Dec-Jan) prices tend to go up. As this is a natural process, this fluctuations are not driven by events, hence, event-driven prediction failed. Tuning our model to remove such seasonal effects will increase the accuracy for these months. On the other hand, stock price prediction did not show much variation across months. However, if we extend this analysis to yearly average accuracy, we observe an opposite effect. Figure 6.2 summarizes the stock values of the 4 targeted companies between the years 2006 and 2007. All the four companies, showed a common characteristic, the prices went up in 2007 and then went down in the middle of 2008 and continued till 2009. This happened due to some changes in the world-wide economy. As, these incidents were well-covered in the news media, our event-predictive models could capture these well. As a result, we see a rise in the accuracy in predicting the stock prices during these years. This
Table 6.5: The top events (triggers) associated with each crop is shown in the order of their likelihood ratio value. This list shows the top 5% of the triggers for each crop.

<table>
<thead>
<tr>
<th>Crop</th>
<th>Associated Triggers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onion</td>
<td>Strikes/agitation/disturbances, increase, arise/occur</td>
</tr>
<tr>
<td></td>
<td>exported, scam, celebrated</td>
</tr>
<tr>
<td></td>
<td>flooding, importing, outburst, electing, paralysed, polluted</td>
</tr>
<tr>
<td>Potato</td>
<td>Strikes/agitation/disturbances, exported, scam, prevented</td>
</tr>
<tr>
<td></td>
<td>scam, blockage, probing,</td>
</tr>
<tr>
<td></td>
<td>hike, storing, raining</td>
</tr>
<tr>
<td>Wheat</td>
<td>strikes, importing, rise/hike, stabilize, dominated</td>
</tr>
<tr>
<td></td>
<td>procure, rafting, sacked, save, disruption, gain</td>
</tr>
<tr>
<td>Rice</td>
<td>exported, scam, strikes, celebrated, riding,</td>
</tr>
<tr>
<td></td>
<td>visited, hail, damaged, rise, acquire, transfer, join</td>
</tr>
</tbody>
</table>

observation is presented in Figure 6.3b. However, we see no such effect for food prices. The rise in both variables’ prediction accuracy near the end can be attributed to the fact that Times of India increased the count of online articles gradually. In 2006, the average daily articles were around 200, which increased to 600 in 2011-12. This means more coverage of events, hence, better event-driven prediction. Finally, we performed a more minute analysis on the HIST model. HIST demonstrated the best performance for food price prediction. This lead to the conclusion that events that drive food price has a more delayed and long-lasting effect. We performed an experiment to observe what is the best time delay of these events. We varied the time delay (δ in Eq 6.7) and observed how the accuracy varied with δ. The result of this experiment is shown in Figure 6.4. For all four crops the best performance is demonstrated when δ is either 3 or 4, which means that incorporating past events from the last 3/4 days maximizes the accuracy of predicting the current price. This leads to the conclusion that food prices can be predicted upto 4 days in advance.
(a) Average monthly accuracy of EVENT model across 7 years

(b) Average accuracy of EVENT model for each year [2006-07] topics/events

Figure 6.3: Monthly and yearly average accuracy

Figure 6.4: Accuracy of HIST model with varying past days. x-axis show how many days in the past was considered
Table 6.6: Associated topics for the triggers from Table 6.5. The topics increase the readability of the event-phenomenon graph. Topic names are manually assigned.

<table>
<thead>
<tr>
<th>Crop</th>
<th>Topics/Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onion</td>
<td>Transport strike, fuel price increase, disease outbreak, govt. policies (import/export), scams and scandals, festivals, natural calamities</td>
</tr>
<tr>
<td>Potato</td>
<td>Transport strike and labor unrest, govt. policies (export), scams and scandals, electricity tariff hike, temperature rise</td>
</tr>
<tr>
<td>Wheat</td>
<td>strikes, govt. policies, electricity shortage/disruption, Punjab temperature rise</td>
</tr>
<tr>
<td>Rice</td>
<td>govt. policies, scams and scandals, strikes, religious festivals, Tourism (visits), rise disease cases</td>
</tr>
</tbody>
</table>

### 6.6 Event Phenomenon Graph

In the previous section, we presented a novel approach to extract events from news corpus. In this section, we describe how we can identify events that are closely associated with a particular phenomenon. Given a set of events $x_k$, we need to find a subset of $M$ events, $x_M$ that have a strong association with a phenomenon $y^c$, such as observed fluctuation in a socio-economic indicator $c$. The event phenomenon graph can be constructed using this relationship between news events and a phenomenon. A event-phenomenon graph will have $M + 1$ nodes, where one of the node represents a phenomenon and the rest $M$ nodes are the events related to the phenomenon. For the predictive model, we use these $M$ events as the features to predict the corresponding phenomenon using Eq 6.4.

To build this graph for various phenomenon, specifically to monitor price fluctuation of different crops, we use time series data for these crops and find the times where a fluctuation has been observed. A fluctuation is observed at time $t$, if $y^c_t$ is at least 10% higher than $y^c_{t-1}$. We find associated events for $y^c$ based on the co-occurrence of events at all $t$, when fluctuations have been observed for $y^c$. We use
likelihood ratio test for to compute this association. For any event \( x_i \in x_K \), whether \( x_i \) is related to \( y_c \) can be found by computing the ratio of two hypotheses: whether \( x_i \) and \( y_c \) are independent \( \{p(y^c|x_i) = p(y^c|\neg x_i)\} \) and whether they are dependent \( \{p(y^c|x_i) \neq p(y^c|\neg x_i)\} \). Repeating this test for all \( x_i \in x_K \), we identify the events (triggers) that have a high value of this ratio. Table 6.5 shows these for each crop in the order of their likelihood ratios. These triggers represent the top 5% of the events based on this test.

We take these triggers to form the set \( x_M \), which denotes the set of events that have a stronger association with \( y_c \). This set is used as features for the prediction and results are shown in Figure 8.6.

This set can produce good results in predicting fluctuations in food prices as they empirically show strong association with the observed fluctuations. However, a strong motivation for the event-phenomenon graph is providing a human readable interface for understanding the relations between events and an external phenomenon. The triggers can depict some kind of action but without further information these associations might look vague. Hence, we increase the readability of the event-phenomenon graph by including associated topics with these triggers. The associated topics increases the readability by providing some insights to the action given by the triggers. We follow the same method for the TRIGG+LDA model for this purpose. This is done only to increase the quality of the event-phenomenon graph, in spite TRIGG+LDA not being the best performing predictive model. The event-phenomenon graph using this method for onion is shown in Figure 6.5. The motivation for this step is to better understand what information is given by the generic triggers, such as, hike, rise, celebrate, exported etc. Including the topics can provide better insights like, what is on the rise, what has hiked, what is being celebrated etc. Table 6.6 summarizes these events with associated topics for a better understanding of the event-phenomenon relationships by providing finer information. Table 6.6 provides much more insights, for example, it is precisely stating transport related strike, or rise in disease cases. Thus, combining topics with triggers can increase the readability and help understand precisely what events and topics are associated with the phenomenon.

### 6.7 Causality Test between Words

In the previous sections, we have presented how to extract events from news articles ways of connecting them with each other or some external phenomenon to build predictive models. This is an example of relation extraction from a large corpus of documents. We also showed that what events are closely
associated with sudden fluctuations in food prices, stock prices and dengue cases. The question we ask in this section is – *are these events actually driving the fluctuations?*. In other words, can we establish a causal link between them. In this chapter, we explore this question with respect to word-word relations. In other words, if we observe a set of words at a particular time $t$, we ask what are other words that are likely to be observed at $t$, $t+1$, $t+2$ and so on. We build time-series of the probability of different words appearing across time and compare these time-series to find how to words co-vary across time. Word time-series can be used to find correlation or causality and derive different types of temporal relations between words.

We use a news corpus for 7 years between 2006 and 2012, and use the articles published across these years to build a vocabulary and the temporal distribution of that. The time-series of words are build based on the relative frequency of these words for a given day. We apply different methods to find association between words, which includes, correlation coefficients, likelihood ratio, mutual information. All these methods can help in finding mutual dependence between words. However, these methods are unable to find causal links between words. We employed a particular causality test, called Granger Causality to exploit the causal links between various word pairs, if exists. Using successful causal pairs of words we constructed a causal word graph that summarizes all the causal pairs found in the corpus.

We evaluate our concept of temporal word relationships with first providing some anecdotal examples of word pairs. We also compare the performance of the different methods by performing experiments on a manually labeled test set. Our findings show that all of methods demonstrate high recall but comparatively
lower precision. And, among other methods likelihood ratio showed the best results. Finally, we showed an example of the causal graph and evaluated the causal relations using .

6.7.1 Word-word Relations

Online news can be viewed as a stream of articles appearing through time. Every article again is a stream of words. So, a collection of news articles published over a time period can be viewed as a stream of words. Many statistical text mining models assumes that every word is independent to each other and the altering word order does not affect any thing. This might be true for words appearing within the boundaries of a document, the chronological ordering of words might carry useful information. There are other models which look at ordering of words, such as ngram model. However, all these models look word ordering or word-word relationships within a document. As news streams produce words with time there might be latent relationships between words that go overlooked in middle of vast amount of data.

In this chapter we address this issue of finding latent relationships between words across documents and across time. The premise of this idea is that there are topics and events that generate these news articles. Every such higher order entities produce certain/specific words. It is well researched that many events and topics are related to each other, so, the underlying words should also be related. The question we are addressing in this chapter is, given a pair of words \(w_i\) and \(w_j\) and a time difference \(\delta = \{0, 1, 2, \ldots\}\), how likely it is that \(w_i\) and \(w_j\) are related to each other for different values of \(\delta\). In other words, we would like to derive function,

\[
F(w_i, w_j, \delta)
\]

where, \(F\) can measure the relatedness of \(w_i\) and \(w_j\). Various queries can be answered with \(F\). For example, given a word \(w_i\), what are the other words that are related to \(w_i\) for different values of \(\delta\). In other words,

\[
W_\delta = \arg\max_{w_k \in V} F(w_i, w_k, \delta)
\]

for different values of \(\delta\). This method gives us a list of words for a given \(\delta\) that are likely to show up in news after \(\delta\) days from \(w_i\) showing up in the news. Another variation of this representation is to find out the value of \(\delta\) that maximizes the co-occurrence of a specific pair of words \(w_i\) and \(w_j\), i.e.
\[ \Delta_{w_i, w_j} = \arg\max_{\delta} \mathcal{F}(w_i, w_j, \delta) \]

All these values help us to understand one basic question, given the temporal distribution of words, which words are related to each temporally and observing one word, when is the other one most likely to occur. For all these queries the required data is time-series of different words and the methodology involve finding the best way to design \( \mathcal{F} \).

**Time Series of Words**

Typically, a corpus of documents used in NLP or any other text mining research is a collection of documents, where the inter-document links are not considered. The documents are assumed to be independent to each other. However, in some corpus the documents can have some links, or a way to organize them together. For example, a news corpus, where every document has a date and time of publication. Using this information news articles can be organized chronologically. This can be extended to the words appearing in the articles. In doing so, we get a chronological order of every word appearing in the vocabulary. This can be used to build time series data of words appearing in the news article corpus.

Suppose, \( V \) represents the vocabulary of a news corpus \( D \). Let \( w_i \) is the \( i^{th} \) word in \( V \). The net term frequency of \( w_i \) can be distributed over time based on the timestamps of the articles in which \( w_i \) appeared. So, if we represent the time range of a news corpus as vector of size \( T \), where \( t_0 \) represents the first day of the corpus and \( t_T \) the last day, then we can represent each \( w_i \in V \) as a timeseries. These time-series will represent the temporal distribution of the words. If the time-series of \( w_i \) is represented as \( \mathcal{T}(w_i) \) of size \( T \) then each element in \( y_t^i \in \mathcal{T}(w_i) \) will represent some weight (e.g. frequency) showing the prominence of \( w_i \) at time \( t \). Numerous analysis can done using such time-series, such as finding temporal dependence between words appearing over time. There are many variation of the score of \( w_i \) at in the time-series. It can be raw frequency, where \( y_t^i \) at time \( t \) is the total frequency of \( w_i \) on that day. A variation of this can be a binary version where time-series value at time \( t \) is 1 if the frequency of \( w_i \) is greater than a threshold or 0 otherwise. This version is a crisper representation of the time distribution of \( w_i \).
Word Relations in Documents

The Probabilistic Reduction Hypothesis claims that words are more reduced when they are more predictable or probable. There are many ways to measure the probability of a word. This section discusses a number of local measures that we have studied, although we will mainly report on two measures: the conditional probability of the target word given the preceding word and the conditional probability of the target word given the following word. The simplest measure of word probability is called the prior probability. The prior probability of a word is the probability without considering any contextual factors (prior to seeing any other information). The prior probability is usually estimated by using the relative frequency of the word in a sufficiently large corpus. For a word $w_i$, the prior probability is defined as: $C(w_i)/N$, where $C(w_i)$ is the total count of $w_i$ in the corpus and $N$ is the total number of words. This probability is a measurement of the word’s relative importance without any context. On the other hand, joint and conditional probabilities of two words are often used to measure relationships between two words, often to measure how two words are likely to occur consecutively. The difference between the conditional and joint probability is that the conditional probability controls for the frequency of the conditioning word. For example, pairs of words can have a high joint probability merely because the individual words are of high frequency (e.g., of the). The conditional probability would be high only if the second word was particularly likely to follow the first. Most measures of word cohesion, such as conditional probability and mutual information, are based on such metrics which control for the frequencies of one or both of the words.

Collocation is based on this concept, where word pairs and phrases are computed where the entire phrase is very likely given the appearance of the individual words. Another application of word-word relations is statistical language modeling (SLM). In SLM, the main issue is to find out the next likely word given a sequence of words. There are many variations of SLM, such as, unigram, bigram, trigram where it looks into a sequence of one, two and three words respectively to predict the next likely word to complete a valid sentence in a language. So, SLM word word relations are limited to consecutive occurrence in a sequence or in a sentence. Such existing initiatives in finding word relationships were limited to the boundaries of a document. Inter-document relations were not explored much. In this chapter, we provide a broader perspective of word relations across documents and across time.
6.7.2 Finding Word Relations

There are many statistical methods to identify whether two entities are related. Given time-series of two words, numerous metrics and methods can help to find whether the two words are related or not. Correlation coefficient is among such methods. Pearson’s correlation coefficient can be used to find how two word time-series co-vary. Correlation can be computed on a pair of word time-series to identify how much they co-vary. This measure can give us an estimate of the likelihood that of one word appearing by observing the occurrence of another word. In addition, we used several other methods used to find word-word association in the past. In the rest of the section, we discuss those methods in some more details.

Likelihood Ratio Test

Each of the two competing models, the null model and the alternative model, is separately fitted to the data and the log-likelihood recorded. The test statistic (often denoted by D) is twice the difference in these log-likelihoods:

\[ D = -2 \ln \left( \frac{\text{likelihood for null model}}{\text{likelihood for alternative model}} \right) \]

The model with more parameters will always fit at least as well (have an equal or greater log-likelihood). Whether it fits significantly better and should thus be preferred is determined by deriving the probability or p-value of the difference D. Where the null hypothesis represents a special case of the alternative hypothesis, the probability distribution of the test statistic is approximately a chi-squared distribution with degrees of freedom equal to df2 - df1 .[2] Symbols df1 and df2 represent the number of free parameters of models 1 and 2, the null model and the alternative model, respectively.

Here is an example of use. If the null model has 1 parameter and a log-likelihood of 8024 and the alternative model has 3 parameters and a log-likelihood of 8012, then the probability of this difference is that of chi-squared value of \(+2(8024 - 8012) = 24\) with \(3 - 1 = 2\) degrees of freedom. Certain assumptions[3] must be met for the statistic to follow a chi-squared distribution, and often empirical p-values are computed.

The likelihood-ratio test requires nested models, i.e. models in which the more complex one can be transformed into the simpler model by imposing a set of constraints on the parameters. If the models
are not nested, then a generalization of the likelihood-ratio test can usually be used instead: the relative likelihood.

**Mutual Information**

Mutual information (MI) of two random variables is used to measure how the two variables are dependent to other. MI is more general and determines how similar the joint distribution $p(X,Y)$ is to the products of factored marginal distribution $p(X)p(Y)$. MI is the expected value of the pointwise mutual information (PMI). The most common unit of measurement of mutual information is the bit. Here, we are interested only in MI of discrete time-series data of different words, hence MI between two discrete variables $X$ and $Y$ is computed as,

$$I(X;Y) = \sum_{y \in Y} \sum_{x \in X} p(x,y) \log \left( \frac{p(x,y)}{p(x)p(y)} \right),$$

where $p(x,y)$ is the joint probability distribution function of $X$ and $Y$, and $p(x)$ and $p(y)$ are the marginal probability distribution functions of $X$ and $Y$ respectively. Intuitively, mutual information measures the information that $X$ and $Y$ share: it measures how much knowing one of these variables reduces uncertainty about the other. For example, if $X$ and $Y$ are independent, then knowing $X$ does not give any information about $Y$ and vice versa, so their mutual information is zero. At the other extreme, if $X$ is a deterministic function of $Y$ and $Y$ is a deterministic function of $X$ then all information conveyed by $X$ is shared with $Y$: knowing $X$ determines the value of $Y$ and vice versa. As a result, in this case the mutual information is the same as the uncertainty contained in $Y$ (or $X$) alone, namely the entropy of $Y$ (or $X$). Moreover, this mutual information is the same as the entropy of $X$ and as the entropy of $Y$. (A very special case of this is when $X$ and $Y$ are the same random variable.)

Mutual information is a measure of the inherent dependence expressed in the joint distribution of $X$ and $Y$ relative to the joint distribution of $X$ and $Y$ under the assumption of independence. Mutual information therefore measures dependence in the following sense: $I(X;Y) = 0$ if and only if $X$ and $Y$ are independent random variables. This is easy to see in one direction: if $X$ and $Y$ are independent, then $p(x,y) = p(x)p(y)$, and therefore:

$$\log \left( \frac{p(x,y)}{p(x)p(y)} \right) = \log 1 = 0.$$
Moreover, mutual information is nonnegative (i.e. \( I(X;Y) \geq 0 \); see below) and symmetric (i.e. \( I(X;Y) = I(Y;X) \)).

All the methods discussed in this section compute how the two time series are dependent two each other. However, the direction of this dependent is not apparent. One way to get this direction is by looking at the chronological ordering of the words, as they appear in the corpus. However, that still might not give a strong notion of causality links between the word pairs. Finally, use causality tests on these word time-series to find causal links between the word pairs. We experiment with a popular test called Granger causality test.

### 6.7.3 Granger Causality Test

Given two time-series, the Granger causality test is a statistical test that checks whether the second time-series is more effective in predicting the first one than using just the first. Compared to correlations, causality can be used to predict the future values of a time series using prior values of another time series. According to Granger causality, if a signal \( X_1 \) “Granger-causes” (or "G-causes") a signal \( X_2 \), then past values of \( X_1 \) should contain information that helps predict \( X_2 \) above and beyond the information contained in past values of \( X_2 \) alone. Its mathematical formulation is based on linear regression modeling of stochastic processes (Granger 1969). More complex extensions to nonlinear cases exist, however these extensions are often more difficult to apply in practice.

![Figure 6.6: Causality between two time-series](src: Wikipedia)

A time series \( X \) is said to Granger-cause \( Y \) if it can be shown, usually through a series of t-tests and F-tests on lagged values of \( X \) (and with lagged values of \( Y \) also included), that those \( X \) values provide statistically significant information about future values of \( Y \).
Formulation

The causality relationship based on two principles:

1. The cause happens prior to its effect.
2. The cause has unique information about the future values of its effect.

The hypothesis for identification of a causal effect $X$ of $Y$ on is:

$$P[Y(t + 1) \in A(I)] \neq P[Y(t + 1) \in A(I) \setminus X]$$  \hspace{1cm} (6.11)

where $A$ is an arbitrary non-empty set, $I$ and $I \setminus X$ respectively denote the information available as of time $t$ in the entire universe, and that in the modified universe in which $X$ is excluded. If the above hypothesis is accepted, we say that $X$ Granger causes $Y$.

Let $y$ and $x$ be two time series. To test the null hypothesis that $x$ does not Granger-cause $y$, one first finds the proper lagged values of $y$ to include in a univariate autoregression of $y$:

$$y_t = a_0 + \sum_{i=1}^{m} a_i y_{t-i} + \epsilon_t$$  \hspace{1cm} (6.12)

Next, the autoregression is augmented by including lagged values of $x$:

$$y_t = a_0 + \sum_{i=1}^{m} a_i y_{t-i} + \sum_{j=p}^{q} b_j x_{t-j} + \epsilon_t$$  \hspace{1cm} (6.13)

One retains in this regression all lagged values of $x$ that are individually significant according to their $t$-statistics, provided that collectively they add explanatory power to the regression according to an F-test (whose null hypothesis is no explanatory power jointly added by the $x$’s). In the notation of the above augmented regression, $p$ is the shortest, and $q$ is the longest, lag length for which the lagged value of $x$ is significant.

The null hypothesis that $x$ does not Granger-cause $y$ is not rejected if and only if no lagged values of $x$ are retained in the regression.

However, Granger causality is not necessarily true causality. If both $X$ and $Y$ are driven by a common third process with different lags, one might still fail to reject the alternative hypothesis of Granger causality. Yet, manipulation of one of the variables would not change the other. Indeed, the Granger...
test is designed to handle pairs of variables, and may produce misleading results when the true relationship involves three or more variables. A similar test involving more variables can be applied with vector autoregression.

**Causal Graph**

Granger causality can also provide the time lag for which the causality is found to be optimum $[321]$. This information can be used to build a word causality graph, showing the causal links between word pairs. The causality graph can be defined as, $\mathcal{G}(V, E)$, where, the vertices $V$ are words from the news corpus, and $E$ are the edges between the words, depicting causality. An edge in $E$, $e_{ij}$ is defined as a directed link between the word $w_i$ to $w_j$ annotated by an edge weight, defined as, $\alpha_{ij}$ denoting the time gap between the time-series of $w_i$ and $w_j$ for which the causality is shown to be found maximum. An example causal graph is shown in Figure ??.

### 6.7.4 Evaluation

**Data**

Our words were extracted from a news corpus of 7 years, appearing between 2006 and 2012. The corpus had 700,863 articles with 699,754 unique words after removing stopwords and numerals. However, this list has a huge number of very rare words appearing very few times in the corpus. On the other hand, there are many words very frequently appearing the corpus that potentially will co-occur with many other words without having any relationship. So, we filtered the list of words to include not very rare and very frequent words. We included words that appear at least in 1000 articles and removed the top 5% of the words. This process reduced the list of words to a list of size 2356 words.

**Results**

In this chapter, we try to find relationships, including causality to build a word-word graph. It is difficult to evaluate such a method as there are no standardized tests, metrics or dataset to evaluate such a task. We start the evaluation of finding meaningful pairs of words by providing some anecdotal evidences. Table $6.11$ shows a list of 28 words manually chosen and the corresponding word pairs to which G-Causal test was positive. The words in left column of these tables were randomly chosen. For each
word, we ran the G-Causal test for all the other words in the vocabulary and for all the words, where the
test returned positive are listed in the right hand column. A lot of noise can be observed in the result
tables. However, certain word pairs are meaningful. For example, the word “currency” leads to frequent
appearance of “airline” in 3 days, “CNG” (compressed natural gas) in a week, “coal”, “crop” in a month.
Similarly, “monsoon” leads to disease like “diarrhoea” in 2 months. Also “flooding” in 2 months whereas,
“downpour” leads to “flooding” in a day. The granger causality is able to draw directed edges between
words. The meaningful pairs are a few among other noisy pairs. Hence, our future work for this chapter
will focus on narrowing down the results with better precision. The other methods used in this chapter
can only find association between words, i.e. draw undirected edges. Next we evaluate all the different
methods used to find word relations. Again we start with some anecdotal examples of word-pairs found
by these methods, followed evaluating their performance. The examples are shown in Table 6.9

We applied the different techniques to find relations between words discussed in Section 6.7.2. The
objective is find out the best method to find word relations from a corpus of text. We manually identified
35 pairs of words that are known to have dependencies between them. The task is to identify the method
that can best identify these pairs. We applied three methods on our news corpus – Pearson’s correlation
coefficient; likelihood ratio; mutual information. We used the method on the word pairs from the test
set to see how many among them has been included as a valid and related word pair. The experiment
was designed as follows – for every word pair in the test set, we pick a random word. We take all other
words in the vocabulary and apply the methods (correlation, mutual information etc.) to see how many
related word pairs are computed for the chosen word and among them how many are among the test set
pairs. The test set has the form $T = \{(w_1, w_2), (w_1, w_3), (w_4, w_5), \ldots, (w_m, w_n)\}$, where each $(w_i, w_j)$
represents a pair of related word pair. For the experiment, we pick one word $w_i$ at random from all the
pairs $(w_i, w_j) \in T$ and compare $w_i$ with all other words in the corpus vocabulary (V), such as $w_k \in V$,
where $w_k \neq w_i$, and test if $w_j$ tests positive as a related pair with $w_i$. We evaluated the performance
using precision-recall metrics. Table 6.10 summarizes the performance of these methods. Across all
methods precision has been low compared to recall. This observation can attributed to the fact that all
these methods extracted plenty of word pairs showing high association given a word from the test set. So,
the precision values were low across all the methods. On the other hand most of pairs in test set, were
found to be positive by these methods, thus the recall values were relatively high. The performance of
likelihood ratio test was best among all these methods. A plausible explanation is that likelihood ratio has
been found to work well in sparse cases. As many of these words had a sparse distribution in the corpus, likelihood ration performed better in this case.

6.8 Summary

This chapter presented a way to extract and represent events from news articles. This chapter solely focused on how to detect events from news articles and given a corpus of news articles within time period, provide answers to questions like, when and where an event has occurred. All the events were handled independently and the inter-dependencies of events were completely ignored. We also use these events extracted from news corpus to predict the fluctuations in three phenomenons – food price, stock prices and dengue outbreaks in India. We also present a new type of word graph, where the edges represent a causal relationships between word pairs.
Table 6.7: Examples of events extracted from the news data. For each event class the main event triggers are shown in the left column. The main event triggers are assumed to be equally likely so there are no orders. In the right column, subsidiary events are shown in the order in which they are more likely to be associated with the event class.

<table>
<thead>
<tr>
<th>Event triggers</th>
<th>Subsidiary event triggers</th>
</tr>
</thead>
<tbody>
<tr>
<td>molest, kill, eliminate, abduct, manhandle, kidnap</td>
<td>(including: 0.071), (denied: 0.048), (eliminated: 0.048), (killed: 0.048)</td>
</tr>
<tr>
<td></td>
<td>(left: 0.048), (set: 0.048), (chopped: 0.024), (elected: 0.024),</td>
</tr>
<tr>
<td></td>
<td>(escalating: 0.024), (estimated: 0.024), (expressed: 0.024),</td>
</tr>
<tr>
<td>accused, suspects, killers, kingpin, conspirators, masterminded</td>
<td>(arrested: 0.03), (found: 0.013), (told: 0.013), (raped: 0.01), (filed: 0.009),</td>
</tr>
<tr>
<td></td>
<td>(registered: 0.009), (alleged: 0.009), (claimed: 0.008),</td>
</tr>
<tr>
<td></td>
<td>(including: 0.008), (lodged: 0.007), (involved: 0.007), (made: 0.006),</td>
</tr>
<tr>
<td>supporting, allies, backing, marxists, criticising, tacit</td>
<td>(added: 0.062), (activists: 0.031), (advised: 0.031), (armed: 0.031), (arrested: 0.031),</td>
</tr>
<tr>
<td></td>
<td>(attended: 0.031), (concerned: 0.031), (concerted: 0.031), (developed: 0.031),</td>
</tr>
<tr>
<td></td>
<td>(engaged: 0.031), (extending: 0.031), (found: 0.031), (garner: 0.031)</td>
</tr>
<tr>
<td>drought, flood, worst, tsunami, situation, cyclone</td>
<td>(provide: 0.027), (pump: 0.027), (added: 0.013), (adding: 0.013), (aired: 0.013),</td>
</tr>
<tr>
<td></td>
<td>(allocated: 0.013), (announced: 0.013), (apathy: 0.013), (arrive: 0.013), (aila: 0.013),</td>
</tr>
<tr>
<td></td>
<td>(assumed: 0.013), (beating: 0.013), (changing: 0.013)</td>
</tr>
<tr>
<td>campaigning, canvassing, campaigned, mayoral, pitching, lobbying</td>
<td>(ensure: 0.048), (campaigning: 0.038), (premises: 0.029), (reserved: 0.029),</td>
</tr>
<tr>
<td></td>
<td>(canvassing: 0.019), (closed: 0.019), (conducted: 0.019), (contesting: 0.019),</td>
</tr>
<tr>
<td></td>
<td>(including: 0.019), (leaving: 0.019), (prohibited: 0.019), (taking: 0.019),</td>
</tr>
<tr>
<td>capture, decode, recreate, propagate, arouse, ignite</td>
<td>(managed: 0.075), (make: 0.05), (project: 0.05), (ruled: 0.05), (addressed: 0.025),</td>
</tr>
<tr>
<td></td>
<td>(alleged: 0.025), (appealed: 0.025), (attacked: 0.025), (based: 0.025), (belongs: 0.025),</td>
</tr>
<tr>
<td></td>
<td>(bored: 0.025), (capture: 0.025), (caste: 0.025), (change: 0.025),</td>
</tr>
<tr>
<td>gained, emerged, lost, boosted, transformed, demonstrated</td>
<td>(purchased: 0.094), (exported: 0.062), (lift: 0.062), (ranging: 0.062), (reap: 0.062),</td>
</tr>
<tr>
<td></td>
<td>(added: 0.031), (attached: 0.031), (availed: 0.031), (compared: 0.031), (cotton: 0.031),</td>
</tr>
<tr>
<td></td>
<td>(districts: 0.031), (enabled: 0.031), (fallen: 0.031), (growing: 0.031)</td>
</tr>
<tr>
<td>blast, bomb, malegaon, explosions, bakery, defusing</td>
<td>(arrested: 0.038), (injured: 0.03), (sought: 0.03), (accused: 0.023), (told: 0.023),</td>
</tr>
<tr>
<td></td>
<td>(made: 0.019), (picked: 0.019), (added: 0.015), (demanded: 0.015), (file: 0.015),</td>
</tr>
<tr>
<td></td>
<td>(killed: 0.015), (occurred: 0.015), (found: 0.011), (involved: 0.011),</td>
</tr>
<tr>
<td>protest, demonstration, protests, agitation, dharna, strike</td>
<td>(held: 0.016), (staged: 0.016), (demanded: 0.014), (added: 0.013), (pay: 0.013),</td>
</tr>
<tr>
<td></td>
<td>(protest: 0.012), (decided: 0.01), (told: 0.01), (alleged: 0.007), (died: 0.007),</td>
</tr>
<tr>
<td></td>
<td>(proposed: 0.007), (protesting: 0.007), (submitted: 0.007), (assured: 0.006),</td>
</tr>
<tr>
<td>Event triggers</td>
<td>Subsidiary event triggers</td>
</tr>
<tr>
<td>---------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>kidnapped, abducted, molested, gangraped, raped, murdered</td>
<td>(called: 0.069), (found: 0.052), (lodged: 0.052), (told: 0.052), (abducted: 0.034), (added: 0.034), (left: 0.034), (raped: 0.034), (returned: 0.04), (approached: 0.017), (booked: 0.017), (demanded: 0.017), (dropped: 0.017), (fighting: 0.017),</td>
</tr>
<tr>
<td>injured, wounded, killed, attacked, abducted, grievously</td>
<td>(died: 0.024), (found: 0.016), (identified: 0.015), (deceased: 0.014), (accused: 0.014), (hit: 0.014), (arrested: 0.013), (including: 0.013), (rushed: 0.012), (sustained: 0.01), (added: 0.01), (lost: 0.009), (admitted: 0.009)</td>
</tr>
<tr>
<td>negotiate, align, coordinate, merge, cooperate, integrate</td>
<td>(ruled: 0.094), (decided: 0.062), (directed: 0.062), (filed: 0.062), (give: 0.062), (hear: 0.062), (observed: 0.062), (pending: 0.062), (registered: 0.062), (citing: 0.031), (considered: 0.031), (declined: 0.031), (divorce: 0.031), (giving: 0.031)</td>
</tr>
<tr>
<td>winter, rains, monsoon, showers, summer, fog</td>
<td>(coupled: 0.132), (coordinate: 0.053), (distributed: 0.053), (improved: 0.053), (making: 0.053), (predict: 0.053), (provide: 0.053), (added: 0.026), (adopted: 0.026), (approved: 0.026), (chance: 0.026), (collaborating: 0.026), (contributing: 0.026)</td>
</tr>
<tr>
<td>paralysed, disrupted, crippled, unaffected, waterlogged, jammed</td>
<td>(told: 0.036), (bed: 0.018), (speak: 0.018), (started: 0.018), (accused: 0.014), (paralysed: 0.014), (joined: 0.011), (suffered: 0.011), (thrown: 0.011), (arrested: 0.007), (brought: 0.007), (facilitate: 0.007), (fed: 0.007), (fell: 0.007), (functioning: 0.007)</td>
</tr>
<tr>
<td>elected, nominated, unopposed, delimited, councilors, uncontested</td>
<td>(elected: 0.16), (added: 0.019), (held: 0.019), (submit: 0.019), (won: 0.019), (working: 0.019), (affected: 0.013), (announced: 0.013), (attended: 0.013), (called: 0.013), (carry: 0.013), (created: 0.013), (ensure: 0.013), (formed: 0.013), (furnished: 0.013)</td>
</tr>
<tr>
<td>accident, mishap, incident, explosion, dharamkata, stampede</td>
<td>(injured: 0.025), (found: 0.022), (hit: 0.019), (added: 0.016), (claimed: 0.016), (driving: 0.013), (killed: 0.013), (told: 0.013), (brought: 0.009), (carried: 0.009), (caused: 0.009), (coming: 0.009), (deceased: 0.009), (donated: 0.009), (identified: 0.009)</td>
</tr>
<tr>
<td>drowned, electrocuted, capsized, molested, rescued, perished</td>
<td>(drowned: 0.059), (confirmed: 0.034), (feared: 0.025), (released: 0.025), (told: 0.025), (cleaning: 0.017), (damaged: 0.017), (demanded: 0.017), (flowing: 0.017), (identified: 0.017), (set: 0.017), (trapped: 0.017), (‘: 0.008), (accused: 0.008), (added: 0.008)</td>
</tr>
<tr>
<td>repealed, enforced, scrapped, abolished, curbed, derecognised</td>
<td>(demanded: 0.074), (demanding: 0.074), (abolish: 0.037), (allowed: 0.037), (began: 0.037), (belonging: 0.037), (belt: 0.037), (benefit: 0.037), (carried: 0.037), (directed: 0.037), (distributed: 0.037), (don: 0.037), (give: 0.037), (hiked: 0.037), (impose: 0.037)</td>
</tr>
</tbody>
</table>
Table 6.9: Dependency between event pairs given a time difference \( \delta \), computed as normalized point-wise mutual information. \( \delta \) is in months

<table>
<thead>
<tr>
<th>Event-pairs</th>
<th>( \delta = 0 )</th>
<th>( \delta = 1 )</th>
<th>( \delta = 2 )</th>
<th>( \delta = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>flood-dengue</td>
<td>0.28</td>
<td>0.709</td>
<td>0.872</td>
<td>0.325</td>
</tr>
<tr>
<td>monsoon-malaria</td>
<td>0.082</td>
<td>0.54</td>
<td>0.901</td>
<td>0.808</td>
</tr>
<tr>
<td>baishakhi-harvest</td>
<td>0.893</td>
<td>0.414</td>
<td>0.120</td>
<td>0.131</td>
</tr>
<tr>
<td>narmada-protest</td>
<td>0.780</td>
<td>0.651</td>
<td>0.28</td>
<td>0.119</td>
</tr>
<tr>
<td>eid-ramadan</td>
<td>0.838</td>
<td>0.686</td>
<td>0.489</td>
<td>0.294</td>
</tr>
</tbody>
</table>

Table 6.10: Comparison of performance

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation</td>
<td>0.451</td>
<td>0.787</td>
</tr>
<tr>
<td>Mutual information</td>
<td>0.551</td>
<td>0.759</td>
</tr>
<tr>
<td>Likelihood ratio</td>
<td>0.613</td>
<td>0.827</td>
</tr>
</tbody>
</table>
Table 6.11: Examples of causal links obtained from the test for a set of selected words. This table is generated by selecting a set of words and then running g-causal test across all other words. The list of words (in alphabetical order) in the right column represents all the words were the test was positive for the word in the left column.

<table>
<thead>
<tr>
<th>Words</th>
<th>Causal Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>airline</td>
<td>ahluwalia, amendment, ayurvedic, bench, boxing, caste, cleanliness, constituencies, curfew, democratic, donors, entire, fever, forensic, goa, hospitals, investigation, judge, km, literacy, margao, mla, narendra, olympics, patna, politics, projects, rajat, regulatory, road, sdo, ship, speech, support, terminal, transporting, vacancies, vote, york,</td>
</tr>
<tr>
<td>cng</td>
<td>abu, afghanistan, akash, anticipatory, assam, averted, banks, bharat, bjp, bridge, businessmen, cattle, chemical, cm, companies, constructing, cricketing, dave, denied, dies, donors, economies, engineer, explosives, festivities, food, gangster, gold, hanged, hindustan, illegal, inspector, irrigation, judgement, khalid, labour, legislator, ludhiana, manifesto, matthew, mills, molested, musharraf, newspaper, osmania, parrikar, petroleum, policing, presidency, projects, raid, raped, released, rings, sabha, sanjeev, season, shekhawat, sinha, squad, streets, supremo, taxi, timesgroup, treasury, uday, varanasi, vihar, wales, worti,</td>
</tr>
<tr>
<td>coal</td>
<td>ambassador, arrest, cag, corporation, envoy, goa, iran, liberation, nav, prime, safdarjung, transport,</td>
</tr>
<tr>
<td>crop</td>
<td>airport, ballot, ceremony, cpm, dismissal, festival, gods, injuries, kochi, mahatma, mohali, olympics, pranab, ramadoss, screen, stadium, transport, west,</td>
</tr>
<tr>
<td>currency</td>
<td>affairs, airline, amarnath, australia, bill, bush, charges, cng, coal, collector, corporators, crop, defaulters, elected, fast, games, homemaker, inspector, joshi, kozhikode, logic, maoist, moradabad, navy, ongc, placards, prithviraj, raining, republic, russia, service, speedy, tankers, trichy, victims, yeddyurappa,</td>
</tr>
<tr>
<td>cwg</td>
<td>arab, arrest, bond, chhatrapati, dhananjay, festivities, hunger, karim, media, obama, prayer, resignation, sikhs, torched, ysr,</td>
</tr>
</tbody>
</table>
### Table 6.12: Continuing from Table 6.11

<table>
<thead>
<tr>
<th>Words</th>
<th>Causal Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>dengue</td>
<td>agitation, aids, bellary, boats, budgetary, burns, camp, campaign, economically, government, judgement, mercury, nuclear, pressure, rathod, soldiers, tripura,</td>
</tr>
<tr>
<td>diarrhoea</td>
<td>amendments, banerjee, breast, ceo, communist, cycles, dock, epidemic, expense, gangster, heat, industry, kalmadi, left, martial, mukul, nominated, pervez, priyanka, raza, sabha, shells, storm, tmc, vhp, zaheer,</td>
</tr>
<tr>
<td>downpour</td>
<td>address, autopsy, breath, city, coast, december, emergency, flooding, government, investors, lakh, milind, october, project, rs, silva, temperatures, vajpayee, ysr,</td>
</tr>
<tr>
<td>drought</td>
<td>admission, andhra, bureaucrat, business, canada, china, chinese, city, congress, illiterate, mirror, rawat, terrorism,</td>
</tr>
<tr>
<td>electricity</td>
<td>ahmedabad, assembly, atomic, bhutan, booming, budget, city, coal, corporation, heat, lankan, nobel, qaida, slowdown, varun,</td>
</tr>
<tr>
<td>flood</td>
<td>activist, applications, bangla, bokaro, census, coast, criminal, denied, encroachment, fireworks, gondia, icc, investors, judicial, landing, mahatma, mithun, national, parties, pressure, race, residence, sangam, shootout, subhash, terrorism, vandana, yadav,</td>
</tr>
<tr>
<td>gdp</td>
<td>abusive, ahmed, animal, assaulted, banning, bikes, broker, carnage, cellphone, cheque, child, chronic, comfortable, conservative, crackdown, darbhanga, deprived, disease, drug, entire, farming, flames, gautam, guntur, homemaker, infected, iraq, judicial, kmc, laptop, literary, mahatma, meal, mortem, national, ore, parrikar, plea, presidents, protest, rajeev, reforms, rice, salaries, seat, shoots, speech, streets, surgeons, tdp, tilak, trees, urdu, villagers, wheel,</td>
</tr>
<tr>
<td>Words</td>
<td>Causal Links</td>
</tr>
<tr>
<td>---------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>holi</td>
<td>agitation, anticipatory, ban, bsf, chargesheet, compensation, councillor, deployment, divisions, expenses, forests, grocery, hrd, international, judicial, lajpat, lucknow, mbbs, natarajan, panel, plans, prizes, rashtriya, revise, sabha, sewer, state, survive, threaten, tumkur, vigilance,</td>
</tr>
<tr>
<td>irrigation</td>
<td>assam, charred, durga, hindus, maoist, monsoon, naxal, radical, rain, rainfall, road, showers, slowdown, reports, subscribers,</td>
</tr>
<tr>
<td>land</td>
<td>arrested, bill, budgetary, humidity, coalition, climate, died, force, iranian, mangalore, nashik, poor, road, suffering, victim,</td>
</tr>
<tr>
<td>monsoon</td>
<td>afzal, attack, bhushan, burst, convicts, crop, diabetes, diarrhoea, fervour, flooding. heart, hunger, igi, kingdom, maoists, muslim, ongc, pramod, raining, religion, secunderabad, snow, talk, violence,</td>
</tr>
<tr>
<td>naxalite</td>
<td>aamir, address, aircraft, ansari, atal, bangalore, bhubaneswar, border, burn, casualties, cheap, civic, colleges, congested, councillor, dalits, defaulters, dgp, disease, earth, empowerment, expense, farm, fleet, fury, glasses, haq, himanshu, ill, institute, irrigation, journalist, kids, labour, lend, madhya, maoists, milind, monitor, muslim, naidu, nature, navin, naxals, odisha, ore, parel, payment, policeman, pregnant, produce, proximity, railways, rash, reign, result, routes, samiti, score, shakti, slowdown, ssp, suburbs, survival, telegraph, tourism, treaty, union, verify, visakhapatnam, wheeler, yield,</td>
</tr>
<tr>
<td>petroleum</td>
<td>abduction, acquisition, agriculture, animal, assembly, battling, boards, burst, business, city, charges, chennai, colombo, corporation, dam, deployment, distribute, elected, eyes, fireworks, flooding, gautam, guwahati, housing, inspectors, jayant, kant, lakh, loans, maoists, mineral, msedcl, newspaper, pacify, petition, prevent, puja, raining, rane, reports, rivers, scope, shootout, spain, struggling, taluk, tibetan, unanimous, vikram, yadav,</td>
</tr>
<tr>
<td>price</td>
<td>accused, aziz, cag, corp, dismissal, festivities, illegal, khalid, lakh, land, mercury, obama, projects, roads, tariff, sydney, victims,</td>
</tr>
<tr>
<td>Words</td>
<td>Causal Links</td>
</tr>
<tr>
<td>-------</td>
<td>--------------</td>
</tr>
<tr>
<td>rainfall</td>
<td>akali, bobby, dam, darjeeling, fdi, flu, lakh, odisha, nations, rain, religion, slogans, virus, uttar,</td>
</tr>
<tr>
<td>rice</td>
<td>academic, airline, ap, agriculture, bamboo, bill, bipasha, burns, chatterjee, coast, construct, dam, development, economy, expressway, flood, gauge, hanged, indiranagar, jalandhar, kejriwal, lalgarh, madhya, matthew, mohammad, nano, olympic, patronage, prajapati, prosecutor, ranchi, retail, sales, service, spiritual, supporter, terrorists, trs, vigilance, winter,</td>
</tr>
<tr>
<td>rioting</td>
<td>acres, ativist, ahluwalia, allies, apollo, attacks, banned, bhatt, bones, burning, castes, chef, cm, communal, controversies, crackdown, daniel, democracy, died, dropping, encounter, extortion, film, force, gehlot, greenery, headquarters, hot, indore, interrogated, japanese, kapadia, kozhikode, legislators, madurai, maoists, melbourne, molestation, murder, nations, nurse, pakistani, pawar, politicians, prime, protests, railways, ratna, remove, rising, samiti, seal, shekhawat, sikhs, speedy, students, swaraj, temple, torture, tripathi, vacation, vijayawada, western, youths,</td>
</tr>
<tr>
<td>river</td>
<td>alliance, churchill, died, flu, kochi, mns, pilots, rathore, rain, slowdown, tournament, virus,</td>
</tr>
<tr>
<td>soil</td>
<td>alliance, bali, budget, cold, dam, democracy, festive, fox, heat, humidity, italian, kidney, mahindra, molestation, nris, nature, salem, spain, survival thiruvananthapuram, virus,</td>
</tr>
<tr>
<td>strike</td>
<td>admission, attacks, blast, chennai, consulate, diamonds, federation, gurdwara, indonesia, kadapa, law, mittal, navy, pervez, protests, reports, sex, strikes, tour, visited,</td>
</tr>
<tr>
<td>tariff</td>
<td>assam, attack, bill, buddhadeb, cm, corporation, democracy, empowerment, engineer, finance, hike, irani, kumar, matthew, national, organs, pressure, rallies, score, statues, train, winter,</td>
</tr>
<tr>
<td>vegetable</td>
<td>afghanistan, budget, christmas, chandrababu, chennai, coalition, cold, constituency, devotees, farms, gadkari, hindutva, israeli, killed, mahatma, mercury, narendra, omar, precautionary, ram, rss, ship, students, treatment, wedding,</td>
</tr>
</tbody>
</table>
Chapter 7

Concept Graphs and Comprehension Diagnostics for TextBooks

7.1 Introduction

In the previous chapters, we have shown how different types of web data can be used to extract knowledge and be used for different applications. In this chapter we focus on a very specific domain and data related to that domain. Education is known to be a key determinant of economic growth and prosperity [297][319]. While the issues in devising a high-quality educational system are multi-faceted and complex, textbooks are acknowledged to be the educational input most consistently associated with gains in student learning [314]. Textbooks are the primary conduits for delivering content knowledge to the students and the teachers base their lesson plans primarily on the material given in textbooks. Considerable research has gone into investigating what makes for good textbooks [289][293][298][305][318]. There has also been work on designing ideal textbook and guidelines and checklists have been proposed for assessing the quality of a textbook [283][286][309]. Most education researchers concur that the good textbooks are organized in a systematically progressive fashion so that students acquire new knowledge and learn new concepts based on known items of information [282][301][309]. Unfortunately, many textbooks suffer from what Harriet Tyson-Bernstein calls the mentioning problem [313] that causes concepts to be encountered before they have been adequately explained and forces students to randomly knock around in
Indeed, the extensive survey in [284] reports a number of empirical studies in which learning from textbooks was successfully improved by rewriting the text to enhance comprehension. We propose a diagnostic tool for authors to enable them to mine the content of a textbook to quantitatively assess the comprehension burden that a particular organization of the textbook can impose on the reader due to non-sequential presentation of concepts. A textbook with large comprehension burden makes it harder for the reader to understand the textbook material. We introduce the notion of comprehension burden, present a formal definition, and provide an algorithmic approach for computing it. We evaluate the proposed methodology over a corpus of Indian textbooks that demonstrates its effectiveness for identifying books and sections of textbooks that can benefit from reorganizing the material presented.

7.2 Related Work

The question of what factors influence understandability of a text has intrigued researchers for a long time. An early comprehensive investigation, dating back to 1935 [294], identified two principal sets of factors. The first set pertains to individual differences amongst readers, such as levels of intellectual capacity, reading skills, attitudes and goals, previous experiences, and personal interests and tastes. The second set relates to the readability of the material, which in turn depends on format (page layout, appearance, etc.), organization (headings, indexes, flow, etc.), style (linguistic structural elements, tone of the writer, etc.), and content (theme, nature of the subject matter, etc.). Much of the readability research has focused on the style category because of perceived relative importance of stylistic variables and the fact that stylistic variables are easier to operationalize [296]. We refer the reader to the survey in [290] for overview of readability research. Sherman is considered to be the first to use statistical analysis for analyzing readability in 1890s. By counting average sentence length, he showed how sentence-length averages had shortened over time [310]. The first readability formula, a weighted index of vocabulary complexity, is attributed to the work of Lively and Pressley in 1923 [302]. Since then over two hundred formulas have been developed for measuring the difficulty of reading. Some popular formulas include Flesch Reading Ease Score, Flesch-Kincaid Grade Level, Dale-Chall Grade Level, Gunning Fog Index, SMOG Index, Coleman-Liau Index, and Automated Readability Index. The readability formulas have come under criticism because of their purported low validity from the perspective of psycholinguistic theories [285] and there have been efforts to develop new approaches for predicting reading difficulty, for example, by
using statistical language modeling techniques and linguistic features \[288, 300\] and by devising domain-specific readability measures \[320\]. While this body of readability research focuses on measuring the difficulty of reading of a text in isolation, our focus is on studying the organization and presentation of concepts in the entire textbook. In linguistics, cohesion refers to connections between sentences, whereas coherence refers to the connectedness of the ideas \[317\]. Cohesion provides a sense of flow from sentence to sentence and the principle of cohesion states that one must start a sentence with old information and end it with new information. The principle of coherence states that to make a series of individual sentences into a coherent passage, one must focus the topics of those sentences on a limited number of concepts. Discourse parsing techniques are used to build a structural representation of a text which reflects the semantic relationships among basic textual units \[295, 303, 307, 311\]. We build upon these ideas in our definition of comprehension burden, where we focus on flow from concept to concept. The cognitive load theory proposes that poorly designed instructional materials place cognitive overload on learners as working memory is limited. This cognitive overload impairs schema acquisition, later resulting in a lower performance \[304, 306\]. The theory distinguishes between three types of load: intrinsic, extraneous and germane. Intrinsic load is a function of the complexity of the content rather than instructional design. Extraneous load on the other hand is not inherent within the content, but depends on how the instructional designer has structured and presented information. Intrinsic and extraneous loads are additive. Germane load is the remaining free capacity in working memory that may be directed toward schema acquisition. Thus, a well-designed book increases the learning capacity of a learner. We make use of these ideas in abstracting the properties of well-written books. In \[280\], a probabilistic decision model has been proposed for identifying those sections of a textbook that are not wellwritten. The decision model is based on the syntactic complexity of the writing and the notion of the dispersion of key concepts mentioned in the section. However, each section is treated independently and the flow of writing across different sections is not taken into account. By contrast, the focus of the present chapter is on determining whether the entire textbook is organized in a systematically progressive fashion.

### 7.3 Comprehension Burden

We begin by enunciating properties of well-written textbooks abstracted from education literature. We then describe our model of a textbook and how a poorly written book can impose comprehension burden.
on the reader. Finally, after introducing some notations used in the chapter, we formally define comprehen-
sion burden of a textbook.

7.3.1 Properties of Well-written Books

PROPERTY 3.1: FOCUS: Each section in a well-written textbook explains very few concepts.
PROPERTY 3.2 UNIITY. For each concept in a well-written textbook, there is a unique section that
best explains the concept.
PROPERTY 3.3 SEQUENTIALITY. Concepts in a well-written textbook are discussed in a sequential
fashion, that is, a concept is adequately explained prior to occurrences of this concept or any related
concept.
PROPERTY 3.4 PRIORITIZATION. In a well-written textbook, the tie for precedence in presentation
between two mutually related concepts is broken in favor of the more significant of the two.

7.3.2 Origin of Comprehension Burden

Although textbooks are typically organized into chapters which are subdivided into logical sections, for
the purposes of this chapter, we find it sufficient to model a textbook simply as a sequence of sections.
Assume that the textbook has been written in such a way that each section explains one or very few con-
cepts, that is, each of these concepts is discussed in depth (Property 3.1). But a section can also mention
other concepts, that is, each of these concepts is referenced but not explained in detail. For each concept,
there is a key section in the book that best explains it (Property 3.2). Thus a reader who has gone through
the key section corresponding to a concept has comprehended the concept, while a reader who has not yet
read the key section has a vague comprehension of the concept. A concept could be related to other con-
cepts, and hence significant for understanding other concepts. A textbook imposes comprehension burden
on the reader if the concepts are not presented in a sequential fashion. In particular, for a concept c, an
occurrence of a related concept d in a section preceding the key section for c imposes comprehension bur-
den on the reader since the reader has not comprehended c yet and hence faces difficulty in understanding
d. Note that d could be same as c, in which case the comprehension burden is imposed on the reader who
encounters a mention of c in an earlier section whereas c has been explained properly in a later section
(Property 3.3). Suppose the reader encounters d in section i prior to explanation of c in its key section
The more significant the explanation of \( c \) in the section \( kc \) is for understanding other concepts in the book, the greater chance the reader cannot understand \( d \) in section \( i \) without thoroughly understanding \( c \) and hence larger the comprehension burden on the reader while reading section \( i \). Further, the more significant \( d \) in section \( i \) is for understanding other concepts in the book, the larger is the comprehension burden since the reader may not be able to follow subsequent material that is based on the discussion of \( d \) in section \( i \) (Property 3.4). For illustration, consider a book consisting of three sections, each of which contains three mutually related concepts, \( c_1, c_2 \) and \( c_3 \). Unity demands that each concept has a unique key section where it is explained. Focus requires that a section explains very few concepts. Assume that a section can be the key section for only one concept. Suppose that \( c_1 \) is the most significant and \( c_3 \) is the least significant of the three. Prioritization implies that the author will explain \( c_1 \) in section 1, followed by \( c_2 \) in section 2, and finally \( c_3 \) in section 3. Concept \( c_1 \) obeys Sequentiality but not the other two. Its mention in any of the later sections does not incur comprehension burden as the reader has by now comprehended it. A mention of \( c_2 \) in section 1 will incur comprehension burden as it is explained only in section 2. However, its mention in section 3 will not incur comprehension burden. Similarly, any mention of \( c_3 \) in a section earlier than section 3 will incur comprehension burden. As the above example demonstrates, there is a trade-off to be made since the properties interact with each other. In Although textbooks are typically organized into chapters which are subdivided into logical sections, for the purposes of this chapter, we find it sufficient to model a textbook simply as a sequence of sections. Assume that the textbook has been written in such a way that each section explains one or very few concepts, that is, each of these concepts is discussed in depth (Property 3.1). But a section can also mention other concepts, that is, each of these concepts is referenced but not explained in detail. For each concept, there is a key section in the book that best explains it (Property 3.2). Thus a reader who has gone through the key section corresponding to a concept has comprehended the concept, while a reader who has not yet read the key section has a vague comprehension of the concept. A concept could be related to other concepts, and hence significant for understanding other concepts. A textbook imposes comprehension burden on the reader if the concepts are not presented in a sequential fashion. In particular, for a concept \( c \), an occurrence of a related concept \( d \) in a section preceding the key section for \( c \) imposes comprehension burden on the reader since the reader has not comprehended \( c \) yet and hence faces difficulty in understanding \( d \). Note that \( d \) could be same as \( c \), in which case the comprehension burden is imposed on the reader who encounters a mention of \( c \) in an earlier section whereas \( c \) has been explained properly in a later section (Property 3.3). Suppose
the reader encounters d in section i prior to explanation of c in its key section kc. The more significant
the explanation of c in the section kc is for understanding other concepts in the book, the greater chance
the reader cannot understand d in section i without thoroughly understanding c and hence larger the com-
prehension burden on the reader while reading section i. Further, the more significant d in section i is for
understanding other concepts in the book, the larger is the comprehension burden since the reader may not
be able to follow subsequent material that is based on the discussion of d in section i (Property 3.4). For
illustration, consider a book consisting of three sections, each of which contains three mutually related
concepts, c1, c2 and c3. Unity demands that each concept has a unique key section where it is explained.
Focus requires that a section explains very few concepts. Assume that a section can be the key section
for only one concept. Suppose that c1 is the most significant and c3 is the least significant of the three.
Prioritization implies that the author will explain c1 in section 1, followed by c2 in section 2, and finally
c3 in section 3. Concept c1 obeys Sequentiality but not the other two. Its mention in any of the later
sections does not incur comprehension burden as the reader has by now comprehended it. A mention of
c2 in section 1 will incur comprehension burden as it is explained only in section 2. However, its mention
in section 3 will not incur comprehension burden. Similarly, any mention of c3 in a section earlier than
section 3 will incur comprehension burden. As the above example demonstrates, there is a trade-off to be
made since the properties interact with each other. In

7.3.3 Notations

Before formally defining comprehension burden, we introduce some notations. Let \( S = 1, 2, ..., n \) denote
the set of sections in a given textbook. Let \( C \) denote the set of concepts in the book. For each concept
\( c \in C \), let \( k_c \) denote the key section for understanding the concept. For each concept \( c \in C \), denote the
set of concepts related to it by \( R(c) \). Note that \( R(c) \) includes \( c \). Let \( \lambda(c, i) \) denote the significance score
of concept \( c \) in section \( i \) for understanding other concepts in the entire book. Let \( d \in R(c) \) be a concept
related to \( c \). We denote by \( \psi((d, i) \leftarrow c) \) the comprehension burden imposed on the reader while reading
about \( d \) in section \( i \) due to \( c \) being necessary for understanding \( d \) but \( c \) being explained in a later section
in the book. We say that \( \psi((d, i) \leftarrow c) \) is the comprehension burden for concept \( d \) in section \( i \) attributed
to concept \( c \). Similarly, denote the comprehension burden for concept \( d \) attributed to concept \( c \) over all
sections by \( \psi(d \leftarrow c) \), the comprehension burden on all concepts attributed to concept \( c \) by \( \psi(c) \), the
comprehension burden of section $i$ by $\psi(i)$, and the total comprehension burden of the textbook by $B$.

### 7.3.4 Definition of Comprehensive Burden

We now present the formal definition of comprehension burden for a given textbook, assuming that the book satisfies the **FOCUS** and **UNITY** properties.

1. Given a concept $c \in C$ with key section $k_c$, and a concept $d \in R(c)$ occurring in section $i$, define the comprehensive burden for concept $d$ in section $i$ attributed to concept $c$ as

$$\psi((d, i) \leftarrow c) = \begin{cases} f(\lambda(d, i), \lambda(c, k_c)) & \text{if } i < k_c \\ 0 & \text{if } i \geq k_c \end{cases}$$

where $f$ is a monotonically increasing function in two variables satisfying $f(x, y) < f(y, x)$ whenever $x > y$.

2. Given a concept $c \in C$ and a concept $d \in R(c)$, define the comprehension burden for concept $d$ attributed to concept $c$ as

$$\psi(d \leftarrow c) = \sum_{i \in S} \psi((d, i) \leftarrow c)$$

3. Define the comprehension burden attributed to concept $c \in C$ as

$$\Psi(c) = \sum_{d \in R(c)} \psi(d \leftarrow c)$$

4. Define the comprehension burden of section $i \in S$ as

$$\Psi(i) = \sum_{d \text{ in section } i} \sum_{c : d \in R(c)} \psi((d, i) \leftarrow c)$$

5. Define the comprehension burden of the textbook as

$$B = \sum_{c \in C} \Psi(c) = \sum_{i \in S} \Psi(i)$$

The key aspect of Definition 3.5 is to quantify $\psi((d, i) \leftarrow c)$. Occurrence of $d$ in $k_c$ or a section following it does not impose any comprehension burden on the reader since the reader would have understood $c$ before encountering $d$, and hence $\psi((d, i) \leftarrow c)$ is non-zero only when $i < k_c$. See Figure 119.
Figure 7.1: Illustration of comprehension burden: Concept $c$ is explained in section 3 ($k_c = 3$) and is also mentioned in sections 1 and 4. A related concept $d$ occurs in sections 2 and 4. As $c$ is explained in section 3, the reader incurs comprehension burden when reading about $c$ in section 1 ($\psi((c, 1) \leftarrow c) > 0$) and about $d$ in section 2 ($\psi((d, 2) \leftarrow c) > 0$), but not in section 4 when encountering $c$ and $d$, $\psi((c, 4) \leftarrow c) = \psi((d, 4) \leftarrow c) = 0$.

7.1 for an illustration. Burden $\psi((d, i) \leftarrow c)$ depends monotonically on the significance score of concept $d$ in section $i$ and the significance score of concept $c$ in section $k_c$, and has been expressed as a monotonically increasing function $f(\lambda(d, i), \lambda(c, k_c))$. As the reader incurs comprehension burden every time she encounters an occurrence of $d$ in a section prior to $k_c$, we sum $\psi((d, i) \leftarrow c)$ over all sections to obtain $\psi(d \leftarrow c)$. The comprehension burden attributed to concept $c$, $\Psi(c)$, is obtained by summing $\psi(d \leftarrow c)$ over all concepts related to $c$. The comprehension burden of section $i$, $\Psi(i)$, is obtained by summing $\psi((d, i) \leftarrow c)$ over all concepts that $d$ is related to and then over all concepts in section $i$. The comprehension burden of the textbook is obtained by summing the comprehension burden attributed to each concept, or equivalently by summing the comprehension burden of each section.

Computation of Comprehension Burden

Computation of comprehension burden of a textbook requires the following inputs: (i) concepts in the book, (ii) relationship between concepts, (iii) the significance score for each concept in each section, and (iv) the key section for every concept. We describe next the computation of each of these inputs.

7.3.5 Concepts

We define concept phrases to be terminological noun phrases. We first form a candidate set of phrases using linguistic patterns, with the help of a part-of-speech tagger. We adopt the pattern $AN^+$, where $A$
refers to an adjective and $N$ a noun, which was found to be particularly effective in identifying concept phrases. Examples of phrases satisfying this pattern include cumulative distribution function, fiscal policy, and electromagnetic radiation. The initial set of phrases is further refined by exploiting complementary signals from different sources. First, WordNet [291], a lexical database is used to correct errors made by the part-of-speech tagger. Next, both malformed phrases and very common phrases are eliminated, based on the probabilities of occurrences of these phrases on the Web, obtained using Microsoft Web N-gram Service [315]. The reason for eliminating common phrases is that they would be already well understood.

7.3.6 Relationship between Concepts

We first attempted to induce relationships between concepts by mapping concept phrases to Wikipedia articles and use the link structure between the Wikipedia articles to infer relationship between concepts. We discovered the following issues. Many Wikipedia articles have asymmetric hyperlink structure, plausibly due the encyclopedic nature of Wikipedia: there are relatively less links from articles on specialized topics to articles on more general topics. For instance, the Wikipedia article titled Gaussian surface mentions electric field 11 times but does not have a link to the latter. Furthermore, while Wikipedia provides good coverage for universal subjects like Physics and Mathematics, it has inadequate coverage for concepts related to locale-dependent subjects such as History. We, therefore, derive the relationship between concepts directly from textbooks using co-occurrence. More precisely, we defined $R(c)$ to be the set of concepts (including $c$) that co-occur with $c$ in at least $e$ sections such that both $c$ and the co-occurring concept occur within a window of size $l$ in each of these $e$ sections. The requirements of co-occurrence in multiple sections and co-occurrence within a window size ensure that we only consider concept pairs that are significantly related to each other. We used $e = 2$ and $l = 500$ words, after confirming through sensitivity analysis that the results were not sensitive to these parameter choices.

7.3.7 Significance Scores

The significance score $\lambda(c, i)$ is a measure of how significant is the description of concept $c$ in section $i$ for understanding other concepts in the book. One possible approach would be to define the significance score in terms of the relative frequency of the concept phrase in the section, for example, $\lambda(c, i) = (freq(c, i)) / (\sum_{1 \leq i < n} \sum_{c \in C} freq(c, i))$. A problem with such a definition is that it does not differentiate
between two concept phrases $c_1$ and $c_2$ with the same frequency in a given section. However, concept $c_1$ may be related to many concepts that occur in other sections in the book and hence more significant for understanding the entire book, while $c_2$ may be relevant only for the current section. We, therefore, define the significance score of a concept phrase in a section taking into account: (a) how frequent is the concept in the section, and (b) how many concepts are related to it. The significance score of a concept $c$ in section $i$ is defined as

$$\lambda(c, i) = \pi(freq(c, i), |R(c)|)$$

where $\pi$ is a monotonically increasing function in two variables.

### 7.3.8 Key Sections

We use the intuition that the key section for a concept will have high significance score for that concept. Thus, we algorithmically obtain the key section for a concept by comparing its significance scores in different sections. For each concept $c \in C$, we set the key section for $c$ to be

$$k_c = \arg\max_{1 \leq i \leq n} \lambda(c, i)$$

this choice is equivalent to selecting the section where the concept is most frequent. We remark that multiple alternatives exist for computing the above inputs and our model of comprehension burden can admit multiple such choices. For example, the significance score computation can benefit by including anaphoric references to a concept when computing its frequency in a section.

### 7.4 Evaluation

We next present a diagnostic tool we have built based on the notions just introduced that allows an author to understand the sources of comprehension burden in a textbook. This tool helps authors accomplish the following goals: (1) identify and investigate sections with large burden, and (2) identify and probe concepts that impose large burden.
7.4.1 Corpus

We studied the characteristics of our tool over a corpus of Indian high school textbooks published by the National Council of Educational Research and Training (NCERT). We selected this corpus because millions of students study from these books every year and these books were readily available online. We applied the tool to eleven books from grades IX-XII, covering four broad subject areas: Sciences, Social Sciences, Commerce, and Mathematics. In [279], we described how to quantify the properties in 3.1 and measured the extent to which these properties are followed in the above books. Here our focus is on measuring the comprehension burden in these books. In applying the tool, we instantiate function $f$ as $f(\lambda(d, i), \lambda(c, kc)) = \lambda(c, kc)$ for computing comprehension burden. This choice satisfies the characterization of $f$ has the interpretation that the comprehension burden for concept $d$ in section $i$ attributed to $c$ is proportional to the significance of $c$ in its key section.

7.4.2 Diagnostic Tool

Burden of Sections

The author of a textbook might like to first determine sections where the readers incur large comprehension burden, so that she can prioritize such sections for revision. Hence our tool presents to the author an overview of the book with the sections ordered in the decreasing order of burden. Figure 2 illustrates this page for Grade XII Economics book. From this page, the author can observe that though this book consists of twenty five sections, 75% of the burden arises from just ten sections. Further, Section 4.1 titled Ex Ante and Ex Post has the largest burden. Having identified a section with large burden, the author might next like to understand why the reader incurs large burden in the section. With this goal in mind, our tool allows navigation to a page created for each section. Figure 3 shows this page for the section, Ex Ante and Ex Post.

This page lists the concepts occurring in the section in the decreasing order of their burden. This page also helps the author to determine whether each of these concepts is explained or mentioned in the section, and for a concept that is mentioned, whether it has already been explained in an earlier section or not. Using this information, the author can identify those concepts that are mentioned in the section prior to their explanation in the book. For such a concept, the author may choose to include greater explanation.
in this section or an earlier section where it occurs. The author can observe that the section Ex Ante and Ex Post contains a large number of distinct concepts, of which only a small fraction is explained in this section. About half of the remaining have been explained in earlier sections but the remaining half are explained in later sections. Moreover, 75% of the burden for the section arises from half of the concepts. Next the author may drill down to understand what causes burden for each of these concepts. Hence our tool permits navigation to a page dedicated to each concept occurring in the section. This page provides the distribution of the significance score of the concept across different sections in the book. It also shows the related concepts needed for understanding this concept, in the decreasing order of burden they impose on this concept. Figure 4 shows the page for the concept aggregate demand which has the largest burden in the section, Ex Ante and Ex Post. The author learns that this concept is mentioned in this section, prior to its explanation in a later section. Further the author sees that the large burden for aggregate demand is caused by the presence of many related concepts (such as exchange rate, final goods and government spending) which are explained only in later sections.

**Burden Attributed to Concepts**

The author may also examine the book along an orthogonal dimension by investigating concepts that impose large burden across the book. Such diagnosis is beneficial since the author may choose to include a glossary of such concepts. For this purpose, our tool presents an analysis of the book with respect to concepts present in the book, ordered in the decreasing order of burden imposed by them. Figure 5 shows this analysis for Grade XII Economics book. The author can see that concepts such as aggregate demand, exchange rate, final goods and national income impose the largest burden on the reader, accounting for nearly 60% of the total burden in the book. Moreover, 80% is attributed to just 10% of a high burden concept, the author might like to understand its impact on related concepts. This information might help the author decide whether this concept should be explained in an early section in the book. Hence our tool lets the author navigate to a page for each concept, which lists the burden imposed by this concept on its related concepts. Figure 6 illustrates this page for the concept aggregate demand. By probing into concepts related to this concept and their distribution across sections, the author can infer that the burden can be reduced by explaining aggregate demand in a section prior to occurrences of many of its related concepts.
Differences between Books

We next present some comparative observations from applying our tool to books belonging to three different subjects: Grade XII Economics, Grade X Science, and Grade XII History. These books also had different organizational structure. Figure 7 gives a statistical overview of the sections in these books. It shows the distribution of burden across different sections in a book, as well as the distribution of concepts across different book sections. Note that the X-axis refers to the section number (ordered over the entire book) and that these books have different number of sections. Grade XII History book consists of chapters covering different periods of Indian history, ranging from 3000BC to the 20th century. Our manual inspection revealed that the last few chapters in this book pertain to interrelated topics such as British rule and Indian freedom struggle, while the chapters in the initial two thirds of the book mostly discuss disjoint time periods, and hence disjoint concepts. As a result, the burden for this book arises from very few sections occurring in the last few chapters. Grade X Science book consists of independent modules, corresponding to Biology, Chemistry, Physics, and Environmental Sciences in that order. However certain concepts such as electric current and carbon dioxide are shared across modules, and are mentioned in Biology module prior to their explanation in later parts of the book. Further sections in Biology module contain a large number of concepts. Consequently the burden is concentrated in the initial part of the book. By contrast, Grade XII Economics book pertains to the single theme of macroeconomics, with different sections sharing related concepts, and hence the burden is spread out across more sections. We also observe that sections with large burden tend to have a large number of concepts.

7.5 Summary

This chapter represents our attempt to expand the scope of data mining by considering a new application area mining textbooks for identifying sections and concepts that can benefit from reorganizing the material presented. Towards this goal, we introduced the notion of comprehension burden, presented a rigorous definition as well as an algorithm for computing it, and provided a diagnostic tool for authors to quantitatively assess the comprehension burden that a textbook imposes on the reader due to non-sequential presentation of concepts. We applied the tool to a corpus of high school textbooks, currently in active use in India. Using the tool, we were able to isolate high-burden sections and concepts.
Chapter 8

Satellite Image Analytics and Land Change Patterns

8.1 Introduction

Agricultural land availability is undergoing dramatic changes across the globe. This phenomenon is more rampant in the developing world where rapid economic growth and increasing population is resulting in unplanned development. The loss of arable area is estimated to be 1-21% in South America and around 18% in Africa [142]. The major causes identified for this decline are: (1) rapid urbanization of these countries including industrialization; (2) the migration of farmers to cities resulting in the sale of farmland for non-agricultural development, a trend that has escalated in the past few years due to rising real estate prices. Loss of arable land has a direct impact on food security. Most developing regions are also predominantly agrarian economies and changes in arable land can significantly impact food production and availability. Apart from urbanization and industrialization, changes in climatic patterns and other environmental factors are also resulting in degradation of farmlands and eventual disappearance. There are reports that Sahara desert is expanding southwards at an alarming rate[116]. Rising sea levels are increasing salinity of soil and decreasing productivity of land [125]. In countries like unpredictable monsoon is also harming production and land quality.

Loss of arable land is also a well documented phenomena in developed regions around the world,
especially in North America and Europe. Unlike developing regions, land usage is well-documented in most developed regions at fine-grained granularities. For example, from 1982 to 2007, more than 23 million acres of agricultural land was converted to developed land [111][112], with each state losing significant areas of farmland. Similarly, Germany lost five million acres of its Utilized Agricultural Area (SAU) between 1960 and 2010, a decline of almost 11 percent. France has about 50 percent of its land used for agricultural activities in 2010 and it is also declining [108]. Most developed countries have traditionally maintained detailed electronic records to monitor change in land patterns over 5-10 decades. In contrast, such fine-grained data is often found lacking in developing regions.

In this paper, we propose the design of an automated satellite image analytics tool that can leverage publicly available satellite image data sources to provide a fine-grained longitudinal analysis of changes in land pattern in a given region. Our goal is to design a data analytics system that can understand the longitudinal relationship between changes in agricultural land availability patterns in a given small geographic area and its corresponding impact on food production. This paper is specifically contextualized for the region of West Bengal, traditionally considered one of the most fertile areas in the world being in the delta of the Gangetic plains. We used a corpus of satellite images gathered from Google Earth, which maintains updated repository of satellite images along with archives of older images across the globe. Based on detailed food production data gathered in collaboration with the bureau of statistics of West Bengal, we analyze the correlations between changes in agricultural land patterns and corresponding changes in food production at fine-grained district granularities.

The key building block of our analytics tool is a satellite image analysis engine that can analyze potentially noisy satellite images and provide fine-grained classification of regions within each image into different categories such as: arable land, water body, developed land, forest etc. Given historical data about the same location, the image analysis engine can provide a detailed analysis of land pattern changes. Figure 8.1 is an example of a land in Angola in 2003 and a developed version of the same land in 2011 is shown in Figure 8.2. Our engine can detect such changes at different location granularities (small region, district, state level etc.). In the case of West Bengal, we obtained data over a 13 year time period from 2000-2012 and could track land evolution over this entire time period. We correlate this land change pattern with food production data over the same time period gathered by the Bureau of Statistics in the government. This tool can be helpful to policymakers to monitor the changes in the land pattern and take appropriate steps if any drastic changes are noticed.
8.2 Land Pattern Analysis and Food Security

In this section, we provide the brief context and motivation for the problem addressed in this chapter. We begin by providing the context and the importance of the problem before providing specifics of the specific data analysis study presented in the chapter.

**Context:** Food security is emerging as one of the biggest problems that human populations may face in the upcoming century due to growing populations, urbanization and reduction in arable land. Reduction in arable land is a relatively hard task to reverse and food statistics around the world clearly indicate that agricultural land patterns are on the decline, and in recent times the rate has accelerated.

The problem of decrease in agricultural land is particularly an important question for developing countries which are predominantly agrarian economies. Given unprecedented population growth, coupled with only a relatively modest growth in agricultural yields, any minor changes in land can have catastrophic consequences on the food security for the population in such country. While western countries have relied on large scale imports, developing countries do not have the economic horsepower to rely on imports for
tackling food deficiencies.

A critical metric that needs to be monitored for food security in agrarian economies is agricultural land availability. While developed nations are known to have much more detailed records on land change patterns, the relative documentation of such data in developing regions is often lacking due to the lack of fine grained data. In many developing regions, data is not frequently updated or not complete. Policy decision-making is often done based on stale or incomplete data and important phenomena such as disappearance of arable land often go unnoticed.

Even if policy makers are aware of the decline in arable land, the second problem is the lack of knowledge of the underlying causes behind this disappearance. On many occasions, land acquisition for development is happening illegally \[1\]. Local authorities are unaware of this change and at what rate it is happening. Apart from this, there might be reasons for which land is losing productivity \[2\] due to bad agricultural practices or environmental factors. The exact transformation of agricultural land to what other types can provide valuable clues to the solution of the problem. For all these factors, land pattern statistics at regular intervals are essential.

### 8.2.1 Satellite Images

Advantage of using satellite images is that they can give a clear picture of the state of the land. Over the years, the quality of these images have greatly improved providing rich information about the surface area of different regions. Processing these images can reveal the present status of a region. Moreover, having access to historical versions of such images, short and long term changes in a region can be easily tracked, in terms of land patterns as well environmental factors, such as surface temperature, humidity etc. How historical satellite images can detect changes is evident from Figure 8.1 and 8.2. This images are taken from Angola in the year 2003 and 2011 respectively. In the 2003 it shows a green patch of land, probably used for agriculture, with marks of being converted into developed land. Within 8 years the entire green land has turned into an urban area. So, the main contribution the satellite images can have is to track the change.

In addition, satellite images can provide an account of of what type of changes happened in a region. A piece of agricultural land disappearing might not always be a very useful observation to tackle the problem. On the other hand, identifying the exact change can provide more insights. An existing agricultural
land can change to some other land type – acquired for urban or industrial development. Or, due to some reason the land’s quality has deteriorated and hence, it is turning into barren land. Being able to track this change can provide enough information for a policy maker to deal with the situation. In first case, the solution is to deal with illegal and forcible acquisitions and in the second case come up with sustainable solution to protect existing farmlands. In conclusion, these steps can not only protect agricultural land, also ensure food security and stabilize food prices for long term sustainability.

8.2.2 West Bengal: A Case Study

In this chapter, we contextualize our study of the agricultural land availability problem for the state of West Bengal in India. West Bengal lies in the north Indian Gangetic Plains, as a result fertile alluvial soil is abundant in the state. Hence, agriculture is the predominant driving force of the economy of the state. Table 8.1 shows some facts of the state. The reason we chose West Bengal is due its relatively smaller area and its dominance in agriculture. Based on the data presented in Table 8.1 it is clear that that the economy of the state is heavily dependent upon agriculture. Agriculture contributes to about 24% of the state’s domestic product and with such a high percentage of the labor force engaged in agriculture, it is apparent any decline in agriculture will have a drastic effect on the state, its economy as well food security. One of the goal of this chapter is to use the tool to estimate land pattern statistics of West Bengal and observe what changes have occurred in the last 10 years.

In this chapter, we try to analyze the agricultural land availability problem by building a satellite image analysis tool that can classify satellite images into various categories. In addition, it can monitor the changes over time and report what is changing and how it is changing. Subsequently, we use the data produced by the tool to compare changing land patterns with officially collected government data on food production at a district granularity.

8.3 Satellite Image Data

We created our dataset from the satellite image repository of Google Earth (GE). GE has freely available satellite images from across the world, including an archive of historical images. Our data was collected from the eastern Indian state of West Bengal. We collected satellite images of West Bengal from the GE repository for 7 different years, starting from 2000 till 2012 at an interval of 2 years. For each year we had
Table 8.1: West Bengal at a glance

<table>
<thead>
<tr>
<th>Area</th>
<th>88,752 sq km</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population (2011)</td>
<td>91,347,736</td>
</tr>
<tr>
<td>Population density (2011)</td>
<td>1000/sq. km</td>
</tr>
<tr>
<td>Rural population (2011)</td>
<td>72%</td>
</tr>
<tr>
<td>Area under agriculture (2012)</td>
<td>5,666,000 h.a.</td>
</tr>
<tr>
<td>Labor force engaged in agriculture</td>
<td>67%</td>
</tr>
</tbody>
</table>

7,505 images covering the land area of the entire state. Each image captured were rectangular in shape with a fixed height and width. All the images were captured at an elevation of 11 KM, to make sure they are not too blurry (if captured from too close to the ground) or missing details (if captured from a very high elevation). A typical image is shown in Figure 8.1. We used a subset of this data to train and build the model.

One of the key challenges in processing the satellite image is the variability in the quality of images. Google Earth images do not have consistent quality. Particularly, for older images the quality is quite poor and blurry. Second, the precision of images presented by Google Earth can historically vary. Third, in many images the land area is not visible in some parts due to completely blanked out images or due to cloud cover. Finally, the background color across images is not consistent which makes it difficult to classify land into different categories. Examples of such noisy images are shown in Figure 8.3.

8.4 Satellite Image Analysis Tool

8.4.1 Design

The design of the tool has two parts - (1) using a sample of the collected images as a training set to build a classifier that can classify the region covered by any satellite image into various category - arable, urban, forest, water body and (2) use this trained tool to monitor land patterns across any region given the name of the region or latitude-longitude coordinates.

The image classification is done using K-means. K-means algorithm can analyze various features
Figure 8.3: Noise in the dataset

(a) A blurry image

(b) Green field with different color

(c) Cloud cover
of an object and assign them into clusters with similar items. We chose K-means as it does not require any annotated data. It can work directly on the extracted features of the objects. In our case, we used K-means to cluster the similar looking satellite images into the same clusters, i.e. all the images of arable land should go into one cluster, similarly for other types, urban, tree forest etc.

K-means clustering algorithm starts with a parameter $K$, which is a predetermined number denoting the number of clusters. In our case $K = 4$ and the clusters are,

1. Arable
2. Tree-covered
3. Water body
4. Developed

However, a single frame in a satellite image covers a large portion of land and they typically have more than one category of land. Fig 8.4 show a typical satellite image from our dataset and this image has agricultural land, tree-covered areas, as well as water bodies. Thus, it is not accurate to assign a single category to this image. Thus, every image needed to be broken into segments or superpixels, where each superpixel represents a homogeneous area in the image potentially belonging to only one of the categories mentioned above. There are many related works that involve segmenting images and extracting superpixels [123] [130] [114] [141], we chose Markov Random Field based approach [137] to extract the superpixels. In this method the conditional distribution of a pixel is determined by the 8 neighboring pixels. A graphical model is constructed where every node is a pixel and edges are drawn between adjacent pixels. The edge potentials define how similar they are or whether they belong to the same superpixel or not. Based on some annotated superpixels, the model learned the edge potentials and from learned model, the superpixels were extracted from the larger image. Figure 8.4 shows the resulting superpixels after segmentation. Here, each superpixel represents a uniform region within the image. These superpixels are the atomic units of the images and they are classified into various land types to get the land pattern statistics of a region. The input is:

1. K: no. of clusters
2. D: data, in the form of $n$ data points $\{x_1, x_2, ..., x_n\}$, where each $x_i$ is a $f$ sized vector ($f$ is the number of features)
The data $D$ is used to learn the model parameters, which in this case are $K$ points, \{\mu_1, \mu_2, \mu_3, \mu_4\} representing the centroid of each cluster. In our case, $K = 4$ and each $x_i$ is a satellite image represented in the feature space. The objective is to minimize the distance of every point $x_i$ with the cluster centroids $\mu_1:K$. If $c_i$ is the cluster $x_i$ is assigned to and $\mu_{c(i)}$ is the cluster is the cluster centroids of the cluster $c_i$ then the following objective function is minimized to obtain optimum clustering.

$$\min J(\mu, x, c) = \frac{1}{n} \sum_{i=1}^{n} ||x_i - \mu_{c(i)}||^2$$

We used Euclidean distance in an $M$ (no. of features) dimensional space to compute the distance between $x_i$ and $\mu_{c(i)}$. We used color histograms as a feature. Color histogram of an image gives the frequency distribution of different pixels belonging to a particular shade. This decision is based on the intuition, an arable land should have high frequency of pixel green shades, whereas, a water body will have more blue or gray colored pixels. We started with greyscale images with 256 distinct colors, hence we had 256 features. We applied the K-means algorithm to the superpixels and the average number of superpixels per image was 500 and for every year we had 7505 images. So, for each year we processed around 3,752,500 image segments. For a given year the proportion of land under any category is computed as,

$$\theta_{year}^k = \frac{\sum_{i} \alpha_{ik}^{year}}{\sum_{i} \alpha_{ik}^{[1:K]}}$$

where, $\alpha_{ik}^{year}$ is the total number of superpixels in the image segments $i$ which are assigned to the cluster $k$. Monitoring $\theta_{year}^k$ for different years can give an estimation of how land area under $k$ has changed over the year.

However, given the characteristics of the dataset, images belonging to same category can have vastly different feature values. For example, the color of an arable land can have different shades of green as well as in many cases shades of brown. Using greyscale versions of the image cannot capture this variation. Hence, we experimented with different feature sets and methods to empirically find the optimum solution to this problem.

### 8.4.2 Performance

Our entire dataset contain 7505 images per year across 7 years. Extraction of superpixels resulted in an average 500 segments per image. For the development of tool, we randomly selected 5000 superpixels across all years to train the model and another 500 as a cross validation set, which were manually
annotated. We experimented with different kinds of feature-set and computed the accuracy on this cross-validation set. The accuracy is computed as the percentage of the total number of cases where a superpixel was assigned to the correct cluster compared to the entire cross validation set.

Our first approach was based on using greyscale color histograms as the features. We ran K-means clustering algorithm on these features. This method gave very low accuracy of 38.28%. This is due to the fact that the satellite images had very similar colors for many different objects. Moreover, in greyscale the objects looked alike and color histograms could not discriminate against different types of objects (e.g. tree cover, open fields, buildings). Next we tried a similar approach but with RGB color information separately instead of converting them to greyscale. This increased the performance to an accuracy of 51.04%.

Analyzing the errors from this purely color histogram based K-means approach, we observed that each of the cluster had many false positives from different categories. That is the cluster for farmland had images from tree cover land, water bodies etc. Based on this observation we decided to implement a hierarchical clustering method. So, we started with a large value of $K$ and in the following step we re-clustered the images from the existing clusters and merge the similar clusters. Starting with $K = 20$ and building a 2 level hierarchical clustering method increased the accuracy to 70.93%. This method could distinguish some of the noisy images, such as cloud cover ones. The pale color of the cloud covered images correctly identified.

Different experiments based on color histograms could only provide a maximum accuracy of 70.93%. A closer look at the color distribution of the images reveal that there are not much difference between the
histograms across different categories. Figure 8.5a is a superpixel of a tree covered land area and Figure 8.5b represents farmland and their corresponding color histograms are shown in Figure 8.5c and 8.5d respectively. Due to similar surface color in the satellite images the color distributions are very similar. On the other hand, different superpixels depicting the same type of land pattern has very different color distributions (Figure 8.6). Hence, only looking at the color histograms cannot differentiate different land patterns.

However, the texture of the images are very different for different land types. Irrespective of colors farmlands tend have a smoother texture compared to other categories. We added Grey Level Co-occurrence Matrix (GLCM) based features to include the texture of the images. Combining this feature along with color histograms increased the accuracy to 83.35%. Figure 8.7 shows the plot of correlation.
vs dissimilarity of two types of land patterns. Clearly this feature has more discriminatory property compared to using just color histograms. Table 8.2 summarizes the performance of the satellite image analysis tool based on different features.

Finally, we performed some post classification modification called local area correction. This is based on the assumption that any type of land is continuous. In all the previous methods the superpixels were treated separately assuming they are independent to each other. However, many of these superpixels are adjacent to each other and they tend to belong to the same class. For example, agricultural land is continuous and any break in between is unlikely. That is, if there is a superpixel classified as developed or tree covered where all its neighboring superpixels belong to agricultural land then there might have been some error. Subsequently, we incorporated this assumption that all the land types are continuous and a superpixel will be more likely to belong to the same class as its neighbors in north, east, south and west directions. As the superpixels are irregular in shape, they do not form a grid-like structure so that 8 neighbors can be considered. Instead we used 4 neighbors in the north, east, south, west directions. For any superpixel, if its distance from the assigned class centroid is further than the class mean distance, then its 4 neighbors are checked. If most of the neighbors belong to the same class then current superpixel is assigned to neighbors’ class. This method increased accuracy by more than 3%. This due to the lack of uniformity in the colors of the satellite images. Often a stretch of continuous land (belonging to same category) has been depicted with different colors and textures. As a result, simple clustering method classified them into different clusters. Example of such a distortion can be seen in Figure 8.4. Near the top left corner of the image, the stretch of arable land has been shown using green as well as yellowish
Table 8.2: Accuracy of the tool for different features used

<table>
<thead>
<tr>
<th>Feature-set</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greyscale color histogram</td>
<td>38.28%</td>
</tr>
<tr>
<td>RGB color histogram</td>
<td>51.04%</td>
</tr>
<tr>
<td>Hierarchical clustering</td>
<td>70.93%</td>
</tr>
<tr>
<td>Texture (GLCM)</td>
<td>78.41%</td>
</tr>
<tr>
<td>Texture + Greyscale</td>
<td>79.09%</td>
</tr>
<tr>
<td>Texture + RGB</td>
<td>83.35%</td>
</tr>
<tr>
<td>Texture + RGB + local area correction</td>
<td>86.78%</td>
</tr>
</tbody>
</table>

color. Hence, they were assigned to different clusters. Local area correction could handle such exceptions and ultimately assign the correct labels.

8.5 Land Pattern Analysis of West Bengal

After the development of the tool, we applied it to the satellite images collected from the Indian state of West Bengal. Our goal was to analyze the variation of agricultural land in that state across several years. We collected satellite images covering entire area of the state for 7 years between 2000 and 2012. The tool was applied on this data to estimate the percentage of arable land in all these years and observe the change in percentage across years. For a year, the total number segments under arable land category was aggregated to estimate the percentage of arable land for that year.

The estimated percentage of arable land as computed by our tool is shown in Figure 8.8. We see that there has been a decline in agricultural land in the state between these years. Although, the percentage slightly rose between 2000 and 2002, according to the estimate there has been a drop of 2.0% between 2000 and 2012.

We wanted to compare our findings with the food production statistics published by the Bureau of Applied Economics and Statistics affiliated to the Government of West Bengal [109]. The bureau publishes various statistics about the state in their annual Economic Review journal. The different food production
related metrics we collected are,

- Land area under rice
- Land area under wheat
- Net rice production
- Net wheat production
- Net cropped area
- Agricultural area index
- Agricultural production index
- Cropping intensity index

Our goal was to validate our findings as well understand the implications of reduction in arable land and food production from these data. To validate the estimate given by the tool we compared the result with the cropped area published in the official report. The comparison of the official and our computed values are shown in Figure 8.9. Although our findings do not exactly match with the official figures, we see that the trends in both the plots have similarity.

To understand the implication of decline in arable land, we compared our findings with the food production data published by the government. We computed the correlation coefficients to see how arable
land area can affect food production. The results are summarized in Table 8.3. The results clearly indicates that in a region reduction in arable land has a positive correlation with food production. However, in this particular case we observe that cropping intensity has a negative correlation with land area. This may be due to the fact that cropping intensity is a measure of production per area. Thus, when area reduces and decline in production is comparatively lower, the value of cropping intensity increases.

Apart from looking at the entire state as a whole, we have also analyzed different districts of the state separately. In India, districts are the second level administrative boundaries in each state. The state of West Bengal is divided into 19 districts, including the urban district of Kolkata, which is also the state’s capital. In this chapter we have focused on 12 districts in the southern part of the state, excluding the
Figure 8.10 shows the map of West Bengal and district boundaries of the region considered in this study. The southern part of the state is part of the large Gangetic plain and conditions are well suited for agriculture.

Our satellite images were labeled with the latitude-longitude coordinates of the location from where they were extracted. Using a GIS database we identified the district from where the image was extracted. Then for each such cluster we computed the year-wise share of each land type and produced a district level data of land pattern and its changes. The percentage change in agricultural land for these districts is summarized in Table 8.4. The figure in the table shows the change between year 2012 and 2000, as produced by our tool.

We see that in some districts the disappearance of agricultural land is higher than others. Interestingly, the districts with higher rate of disappearance, such as, Howrah, Hooghly are close to the urban district of Kolkata. Due to increasing population of the city, more land from the neighboring districts are being taken up for urban development. Similar arguments can be applied to relatively high rate of disappearance of agricultural land in the Burdwan district. Burdwan is a very populous district with industrial towns such as Asansol and Durgapur. On the other hand, in some districts, such as, Purulia and Bankura where we observe a increase in agricultural land. These districts are in the western part of the state and where industrialization initiatives are limited. Also, the population density is relatively lower.

Similar to the state-level data, we tried to find the relationship between arable land and food production in the districts as well. We did this comparison between the land share and rice production in these districts. The choice of rice was due to the fact that it is the most produced crop and the most consumed
Table 8.4: District-wise change in agricultural land between 2000 and 2012

<table>
<thead>
<tr>
<th>District</th>
<th>Change in agricultural land (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bankura</td>
<td>6.1</td>
</tr>
<tr>
<td>Burdwan</td>
<td>-1.44</td>
</tr>
<tr>
<td>Birbhum</td>
<td>-2.36</td>
</tr>
<tr>
<td>Midnapore [1]</td>
<td>0.231</td>
</tr>
<tr>
<td>Howrah</td>
<td>-1.76</td>
</tr>
<tr>
<td>Hooghly</td>
<td>-5.3</td>
</tr>
<tr>
<td>24 Parganas (North)</td>
<td>-0.36</td>
</tr>
<tr>
<td>24 Parganas (South)</td>
<td>-2.11</td>
</tr>
<tr>
<td>Nadia</td>
<td>2.09</td>
</tr>
<tr>
<td>Murshidabad</td>
<td>-2.20</td>
</tr>
<tr>
<td>Purulia</td>
<td>1.48</td>
</tr>
</tbody>
</table>

The result of this comparison is shown in Figure 8.11. The figure shows a positive relationship between agricultural land (computed by the tool) and rice production in these districts. Both the values have been normalized to a score between 0 and 1. The scatter plot shows an approximate linear relationship between land area under agriculture and rice production. Hence, even in the districts we see that land area is changing over time and this change is showing positive relationship with food production.

8.6 Summary

In this chapter we have described a satellite image analysis tool that can process Google Earth satellite images to classify land area in a region into 4 classes. In addition, the tool accesses the older images of the region and compute the changes in the land pattern. The image classification engine of the tool demonstrated an accuracy of around 87%. The image processing part of the tool was developed mostly using existing methods and image features. Some techniques were implemented in the image classification part to deal with the data-specific noises in the images. However, further improvement in the accuracy can
greatly increase the tool’s usability and reliability. So, one direction of the future work is to improve the system performance specifically for satellite images used and goals aimed in this work. Another approach in the future versions of this work would be to incorporate datasets from other sources, with less noise, better coverage and more frequent updates.

Another contribution of this work was to provide land related statistics, particularly information about how land pattern have changed between 2000 and 2012 in the Indian state of West Bengal. In this chapter, we have presented the estimation of how agricultural land has changed over this time period. We have also showed some preliminary analysis of how changing agricultural land is affecting food production. Based on these early findings we are in the process of collaboration with Government of West Bengal by deploying our tool at their units, offering our findings and in exchange including their expertise and additional data to improve the system’s functionalities. We are also planning to deploy our tool in Ghana at the Ministry of Food and Agriculture (MoFA) field offices. MoFA field workers can greatly benefit from this tool by obtaining data about the area under their supervision. There is a shortage of field workers recruited by MoFA and thus, each worker has a huge area to supervise. Monitoring the land, which normally done manually by visiting the area in person, is slow and cumbersome. This tool can provide a positive impact on their operations by reducing time and increasing accuracy in their data. Another future feature can further benefit them if the tool can access updated satellite images of the region at a more frequent intervals.

Apart from producing agriculture related information, the increased impact of the tool can be realized by applying it to other applications. This tool can be used – at its present form – to monitor water bodies.
This can help in two different applications - firstly, detecting unlawful filling of ponds and lakes for development, and secondly, monitor the impact of rising water levels in coastal areas or disappearance of land due to river erosion. Generally, this tool can be a useful apparatus for policy makers and law-enforcement agencies to detect illegal constructions on protected or vulnerable land, provided that it has access to supporting data.
Chapter 9

Conclusions

In this thesis, we explored how news articles can be used to extract events and build knowledge graphs to represent the inter-dependencies of events for different types of analytics. In this thesis we presented two types of event models and five different ways to build knowledge graphs at different granularity levels. These knowledge graphs can be used in different manual or automatic analysis of news data. One of the main application of the event models and knowledge graphs are building predictive models for external variables and indicators. We show how predictive models can be built using news events and its relationships (through knowledge graphs) for practical applications.

This thesis makes the following key research contributions:

1. Provide a method to identify critical trends in a location with respect to a topic using web data

2. Analysis of news articles to extract events

3. Building knowledge graphs depicting,

   (a) Latent relationships between different events and connecting them to external phenomenons for prediction

   (b) human readable relations between news events and external socio-economic indicators (such as, food prices)

   (c) graphical structure of words appearing in articles to understand causal links between them

   (d) extracting structures from unstructured domain-specific texts in the form (key, value) pairs
4. Exploiting these relationships to build predictive models for socio-economic indicators

5. Understand and characterize changing patterns in land using satellite images

One of main emphasis of this thesis was to use unstructured web data to extract events, knowledge graphs and predictive models for socio-economic indicators. We would like to strengthen this contribution by exploring new methods for this part of the thesis. We would like to look at different types of news data and methods to have more accurate and stronger claims. There many aspects of the data which were ignored in this thesis. For example, bias of a news source. Many media houses have affiliations and interests that may lead in publishing specific types news items or the presentation mode is different. Such biases might send out wrong signals leading to inaccurate analysis. In future, we would like to address this issues by introducing a bias factor using which a news source can be normalized. For the entire thesis, we have focused solely on English language media. However, on many occasions a vernacular source may have better coverage, particularly at the regional level. One of our future initiative will be to use language independent techniques to include multilingual news sources. Finally, we plan to use a different types of news source – citizen journalism platforms. Our conviction is that such platforms will help in gathering much more complete information, but this also involves dealing with the limitations and drawbacks of such news sources.
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